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DETAILS OF PROGRAMMING A MODEL OF CHILDREN'S COUNTING IN ACTP<br>Mary S. Riley and James G. Greeno<br>Learning Research and Development Centex University of Pittsburgh

This paper is intended as an introduction to the operation and mechanics of the ACTP production system, version of Andexson's (1976) ACT system. Its preparation was motivated by the following considerations. ACTP is already being used by Greeno (1978) to model geometry theorem proving and by Greeno, Riley, and Gelman (1979) to model the elementary inowledge required to coumt a set of objects. ACTP has also been identified as potentially useful programming framework for developing models of the cognitive processes involved in other tasks, such as answering questions about a process. Together, these current and projected uses of ACTP suggested chat more people would need to become familiax with the system; this in turn suggested a need for ACTP documentation specifically directed towards developing that familiarity. It is hoped that this documentation will be useful for those just beginning to program in ACTP as well as for those who simply wish to understand the production system models developed by others in more detail. The interested reader is also referred to Greeno's (1978) discussion of the more general features of ACTP and ics use in his work on geometry.

The ACTP system is introduced in the context of COUNTEK. a model of counting devaloped by Greeno. Riley, and Gelman (1979). The first section of this paper presents a general overview of the model, including a sketch of COUNTER's performance on a sample problem, to provide a general idea of how a production system operates. Section 2 discusses the mechanics of the model, including data structures, schemata,
and single productions. The last section. Section 3. follows in detail the sequence of resting and executing productions involved in counting a set of objects.

Section 1: Overview of COUNTER
The formal structure used in writing COUNTER is a production system with a sequential. first-match application discipline. This means that each element of knowledge is represented as an "if -chen" rule, or production, containing a condition and an action. When the program is rani.... the process involves a series of cycles through a set of productions. On each cycle. the conditions specified in various productions are tested in order. Eventually, the condition of one of the productions is found to be true. Then the action of that production is performed. Performance of an action completes a cycle. On the next cycle, the conditions of the various productions are tested again until one of them is found true. The action of that production is performed, and so on. The formalism of a production system model is a useful one for constructing psychological theory, since the components of the process are easily identified in the alementary productions, and there must be a relatively explicit specification of the way in which different parts of the process interact. A running program is evidence that the components are sufficient for the tasks that the model is able to perform and that they are mutually compatible so that they can be integrated into a single functioning system. General discussions of production systems as models of paychological processes have been given by Anderson (1976), Anderson, Kline, and Beasley (1978. 1979), Davis and King. (1976), Hunt and Poltrock (1974). Klahr and wallace (1976), Newell (1972. 1973a, 1973b), Newell and Simon (1972), and Simon (1975).

## A Simple Production System for Counting

An example of $t$ aimple production system is given in Table 1.

Table 1
A Simplified Production System for Counting
Condition Action

Pi. Hive NEXT-OBUECT
Hew NEXT-NUMBER

P2. Hove CURRENT-OBJECT $\quad \rightarrow$ Gwt NEXT-OBJECT

P3. Have no CURRENT-OBUECT
Heve no CURRENT-NUMBER

P4. Etse
$\rightarrow$ Sey CURRENT-NUMBER
Soy Fintish!
Say first number
Make the first object CURRENT-OEJECT
Miske the first urnber CURAENT-NUMBER
A $\quad \mathbf{B} \quad \mathbf{C} \quad$ D

In each production the condition is stated, and an arrow separates the condition from the action of that production. The term CURRENT-OBJECT simply refers to the most recently coumted object. Thus CURRENT-OBJECT will at one time refer to object $A$, at another time to object $B$, and so on, as coumting proceeds. NEXT-OBJECT refers to the object that is next to the CURRENT-OBJECT in the line of count. Since in the example coumting will proceed from left to right, the NEXT-CBJECT will always be the object to the immediate right of the CURRENT-OBUECT. Thus when CURRENT-OBJECT is object B, NEXT-OBJECT is object $C$. Similarly, CURRENT-NUMBER and NEXT-

NUMBER refar to the most recently used number and the number following it in the list of counting names (e.g.. TWO and THREE), respectively. Counting, then, consists of an iterative process of getting the NEXT-OBJECT and NEXT-NUMBER. couriting that object with that number, making them the CURRENT-OBJECT and CURRENT-NUMBER. respectively. getting the NEXT-OBJECT and EXT-NUMBER, and so on until there are no more objects to count. For example, suppose that COUNTER has just been told to count the objects and wishes to begin. Initially there are no CURRENT- (and therefore no NEXT) OBJECTs and NUMBERs so the test of the conditions of P1 and P2 will fail. P3's condition is tested next and is found to be true, causing the action of that production to be performed. Here the action consists of five parts: get the first object. which is in this case $A$; get the first number (ONE) : point to the first object and say the first number (i.e., point to object $A$ and say "ONE"); make the first object the CURRENTOBJECT because it has just been counted; make the first number the CURRENT-NUMBER because it has just been used. Once this action has been performed, the first cycle is complete and everything starts over again from the top (notice that $P 4$ was never tested on this cycle. On the second cycle, the condition $u$ P1 fails but the condition of $P 2$ is found to be true because there now exists a CURRENT-OBJECT and a CLIRRENTNUMBER. This leads to the action of getting the NEXT-OBJECT (B) and the NEXT-NUMBER (TWO). On the third cycle, the condition of the first production is true, causing the action to be performed: COUNTER points to object $B$ and says "TWO." then changes $B$ to CURRENT-OBJECT and TWO to CURRENT-NUMBER (i.e., they are no longer identified as NEXT-OBJECT and NEXTNUMBER). On the fourth cycle, Pl's condition is therefore false, but the condition of $n$ ? is true again, so the action of getting the NEXT-OBJECT (C) and the NEXT-NUMBER (THREE) is performed. On the fifth cycle, the condition of $P 1$ is true so the action is performed: COUNTER points to $C$, says "THREE," then changes $C$ and THREE to the CURRENT-OBJECT and

CURRENT-NUMBER, respectively. On the sixth cycle. P2's condition is true. so the action of getting the NEXT-OBJECT and the NEXT-NUMBER is performed again. On the seventh cycle. the condicion of $P I$ is true so COUNTER points to $D$, says "FOUR," then changes $D$ and FOUR to CURRENT-OBUECT and CURRENT-NUMBER. On the eighth cycle, the conditions of $P I$, P2, and P3 all fail. The reason P2's condition fails is because the CURRENT-OBJECT (D) is also the last object. P4's condition is always true since it is a defaulc condition, so the action of repeating the most recently used number, FOUR, is performed (this is intended to symbolize COUNTER identifying the cardinality of the set of objects): COUNTER then says it is finished.

Notice that this production system takes appropriate account of a variety of details. Fcr example, the productions whose conditions test for the presence of a CURRENT-, or NEXT-, OBJECT and NUMBER (P1 and P2) precede P3 even though P3 is always the first production executed during any counting sequence. This is actually a very efficient ordering since after the first cycle COUNTER will not go through the unnecessary steps of checking to see if it has begun counting yet, as it would if P3 were ordered first in the list. It is also psychologically appealing in that it seems unlike $y$ that chiliren woula go through such unnecessary checking each time before they counted the CURRENTOBJECT or got the NEXT-OBJECT and NEXI-NUMBER. On the other hand, the example is deliberately sketchy and incomplete. A serious psychological theory of the knowledge used in counting would involve detailed representations of procedures for scanaing an array of objects, knowledge about tre numher and cardinality, and other components.

## Evidence for Counting Principles

The model of counting that Greeno, Riley, and Gelman developed represents a formal investigation of children's understanding of counting that includes these more detailed
representations. This work is based on previous investigaLions by Gelman and Gallistel (1978) from which they coneluded that even very young children (3-. 4-. and 5-year-olds) understand more about counting than just pointing to objects and calling out numbers: they understand general principles of counting as will. The principles referred to are:

1. Stable ordering. Counting requires att of symbol ordered in fixed sequence. Gelman and Gallistel called these counting symbols numerons, a convention we will follow through the remainder of this paper.
2. One-to-one correspondence. Counting requires that each object to be counted is paired with exactly one numeron, and no two object: are paired with the ale numeron.
3. Cardinality. The lat at numeron used in counting is the symbol for the number of items in the counted set.
4. Abstraction. Sets of objects need not be homogeneonus for them to be counted.
5. "Doesn't matter." It doesn't matter what order the objects in a set are counted (also referred to as the Order Invariance principle).

Gelman and Gallistel observed children's performance on a variety of counting tasks and then related this performance to children's understanding of the above principles. For example, that children understand the stable ordering principile was inferred from the occurrence of idiosyncratic counting lists (egg.. "One, two. three, six, ten" or "A. B. C, D. . . ."). Children who used their own lists did so consistencly, each time uttering the list elements in the same sequential order. This suggested to Gelman and Gallistel that children appreciate that whatever the list is, its edements should occur in a fixed order.

Evidence for children's understanding of the one-to-one correspondence principle came from the observation that most children attempted to pair each object with a unique numeron
and almot never used the same numeron twice or skipped a numeron. The occasional failures that did occur meemed to resule from simple mechanical failures in kecping track of fust whint objects had already been counted.

Gelman and Gallistel cited two sources of vidence for children's understanding of the cardinality principle. First are Gelman's (1972a. 1972b) magic experiments in which children were presented with two sets of objects and on each trial instructed to choose the set with the greater number of objects. Most children had no difficulty choosing the larger set in spite of differences in types of objects -- of arrangement of objects between the two sets. This ungested that these children were using cardinality as the relevant property for choosing a set. The second source of evidence came from observations that children frequently repeated the last numeron used in counting a set of objects. often with considerable emphasis. Reperition of the final numeron suggested that these children appreciated that it signifies something special.

Evidence for understaiding of abstraction came from observations that children's -ninting behavior is unaffected by presenting them witt: Tonloriogeneous sets of objects.

Evidence that children understand the "doesn't matter" principle came primarily from performance on a task that consisted of presenting the child with a set of five objects and asking him/her to cour the objects. Then a constraint was imposed on the child's counting procedure by pointing to one of tie ob,ints and specifying a number that is to be assigned to it. The use of constraint here refers to a restristion on the way a particular procedure can bre carried out. Eor example, the experimenter might point to the second object ane inst=uct the child to "make that the four." Making the second object the four is a constraint in the sense that the child normally would have counted it as two. Some children perform'l coun=ing with this additional constraint
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by changing che order in which the object were counted. This involved counting the firet object as one temporarily skipping the eecond object. counting the thifd and fourth objects as two and chree, respectively, recurning to the second object to count it four, and finally counting the fifth object as five. These children seemed to understand the order invariance principle in the sense chat they all reassigned numerons to specific objects in the set. Other children, however, adopted the procedure of counting the objects as usuai uncil they arrived at the designared object. at which point they would continue to say the numerons in order until the designated numeron came up, then proceeded again as usual. Thus. in the above example, they counted the first object. saying. "One," then said, "Two, three," then counted the remaining objects, saying. "Four. five, six, seven." These children also satisfied the constraint but sacrificed a basic principle of counting that requires each object in the set be put into one-to-one correspondence with exactly one numeron.

Thus Gelman and Gallistel provided some interesting evidence that children understand the principles of counting. In fact, the simple production system for counting (Table 1) has the surface characteristics required by Gelman and Gallistel's five principles. The constraints of stable ordering and one-to-one correspondence are sarisfied by using numerons in a fixed order and applying numeron tags to objects only when the objects have not yet been ragged. but continuing until all objects have been tagged. The principle of cardinality is used because the system assigns the final numeron as the quantity of the set. Abstraction is satisfied because the system does not distinguish whether the objects in the counted set are all the same. Finally, order invariance is satisfied because the system puts no restriction on the sequence in which objects in the visual representation are counted. That is, after counting the array of objects "A, B, C. $D^{\prime \prime}$ from left to right, COUNTER would not hesitate to
counc the array "C, D, B, A," also from left to right, even though this riculd involve changing the assignments of numerons to specific objects in the second array as compared to the first (i.e., the rimoron TWO would be assigned to object $B$ in the first array, but to $D$ in the second).

Since the simple production model performs in agreement with Gelman anc Gallistel's principles, there is at least a limited sense in which it represents understanding of chose principles. However, Greeno, Riley, and Gelman believe chat a stronger representation of understanding is achieved in a system chat they developed and which will be described in the remainder of this section.

The sense in which they believe that their representation of understanding is stronger than the simple production model involves the generality of the knowledge structures that produce performance in agreement with principles that are understood. Gelman and Gallistel's argument that children understand general principles is based on observations of several kinds of performance. Greeno, Riley, and Gelman reasoned that if they could develop a model that would simulate a substantial part of the variety of performance that led Gelman and Gallistel to infer that children understand principles, then the knowledge in the model might constitute a plausible bypothesis about the nature of children's understanding of the principles.

## COUNTER

The current version of the COUNTER model can count a set of objects arranged in an approximately linear array. Normally, when asked to count a se= of objects, COUNTER first sets a goal of finding the size of the set. Next COUNTER uses spatial information it has about the objects to find an end of the array and determine the direction of counting. It then prints out the name of the first object, together with the first numeron in its ordered list of numerons. This pairing of object and
numeron is intended to represent counting that object. Once an object has been counted, COUNTER identifies the next object in the set and counts it with the next numeron in its list. This process of finding the next object and pairing it with the next mumeron continues until COUNIER finds no more objects along the directional path. After counting is complete, COUNTER retrieves the goal from memury to find the size of the group, causing it to relate the last numeron used in counting to an internal representation of the set of counted objects. COUNTER then repeats the last numeron used with emphasis, assigning it as the cardinality of the set. COUNTER =an also wodify its normal counting procedure to simulate performance on the constrained counting task designed to test understanding of the order invariance principle.

The knowledge COUNTER uses to counc is represented in two forms, semant:c networks and productions. Semantic networks represent general factual knowledge and are similar to the network represencations proposed elsewhere (Anderson \& Bower, 1973; Norman \& Rumelhart, 1975; Quillian, 1969). They consist of (a) nodes that denote ideas or elements of the task situation, and (b) labeled links that connect those nodes to denote the relations among them. In the model, semantic networks are used to represent both COUNTER's ordered list of counting names and the visual information COUNTER has about a set of objects. These can be thought of as the model's data structures.

For example, Figure 1 represents COUNTER's short list of numerons. It should be pointed out that the tenwinology, as well as the form, of the networks and productions discussed in this section are slightly simplified compared to those that actually appear in the ACTP model. This was done to familiarize the reader with the more general aspects if networks, productions, and how they interact, without becoming involved in confusing details. The details will be discussed in Section 2. With this in mind, the node CLIST stands for "counting list"; the links labeled ispart between CLIST and
the nodes ONE, TWO, THREE, and FOUR idencify each of these numerons as a member of the same list. A fixed ordering is imposed on the numerons by a simple pattern, or schema, for NEXT relations. Consider, for example, the nodes TWO and THREE. These nodes are linked to the node $N 2$, winich in turn is linked through a token relation to NEXI. The token relation simply identifies this pattern as a specific instance (or token) of the NEXT relation, to be distinguished rirom other instances of the NEXT relation. The NEXT relation between THREE and FOUR is identiried by the toiken node N3. The links labeled azga and argb are ised here to define the direction of the relation. So although TWO shares a NEXT relation with botk ONE and THREE, TWO is linked to ONE through an argb link and to THREE througi an arga link. This means that TWO is next to and after ONE, but next to and before THREE. Similarly, THREE is mext to and after TWO (argb link), but next to and before FOUk (arga link).


Figure 1. Semantic network representation of COUNTER's ordered list of numerons.

There are two main reasons why the number of elements in CLIST is limited. One reason was to capture the fact that young children simply do not have an unlimited resource of numerons. The second reason wes that properly extending COUNTER's CLIST would involve more than just adding on numeron aftex numeron; it would depend on COUNTER acquiring the base-ten rule. However, since the ability to count large groups of objects is not central to the main issues addressed in the current model, the choice was made not to elaborate the acquisition process. Tsere is, however, a production called ADDTAG which provides a means of extending CLIST to include up to ten numerons. The details of this production will be discussed in the last part of Section 2 under Schemata.

In additiun to factual knowledge, COUNTER also has procedures in the form of the productions themselves. Everything COUNTER knows about how tc count (i.e.. getting the first object and numeron, pairing them, getting the next object and numeron, and so on) is represented as a set of productions, each of which contains a condition and an action. The condition specifies a particular interconnection of nodes and links, called paiterns, that must be present in the semantic network in order tor that condition to be true.

Figure 2 represents a simple production for getting the NEXT-NUMERON from the ordered counting list (CLIST). The condition consists of a single pattern; ORDASSIGN identifies the particular form of the pattern. shown in Figure 3.

The prefixes $* C *$ and $* V *$ define the types of nodes in the data base that can be matched to this pattern. *C* stands for "constant" which means that this part of the pattern can only be matched to a particular node in the data base which has the identical name (i.e., CURRENT). $k V$, on the other hand, stands for "variable" which means that any node in the data base can qualify as a match so long as it has an ida link to the node *C*CURRENT (ida is simply one of the names used for

## Figur 2. Producionfor grting NEXT-NUMEPON.



Figure 3. Pratom for atriwing the CURRENT-NUMERON tom tha dau base.
links in this particular pattern). This means that at one tim = time during counting, *V*CURRENT-NUMBER will match to ONE, at another rime to TWO, and so on as counting proceeds. To make this a little clearer, assume that COUNTER has been told to count the array of objects "A, B, C, $D$ " and has just finished counting $B$ as TWO. This means that TWO is now the current numeron. COUNTER remembers this information by creating a temporary data structure that has the following pattern (Figure 4):


Figure 4. Date structure specifying two as the currant numeron.

Assuming that the condition pattern of the production in Figure 2 is tested on the next cycle, it will match to the
 required and $\star V * C U R R E N T-N U M E R O N$ matching to TWO, since TWO is connected through an ida link to CUTRNT. A successful match means the condition is true, so the action of the production is taken. In this ease the action also consists of a single pattern and, just as ORDASSIGN tested for a particular pattern, ASYMREL tests for the pattern shown in Figure 5. *C*NEXI is a constant, $* V * T O K E N$ and $* V * N E X T-N U M E R C N$ are variables. $* \nabla \star C U R R E N T-N U M E R O N$ is also a variable, but since it has already been matched to TWO during the condition test, it must remain matched to TWO for the remainder of the cycle. When this pattern is tested against the data base, a match is found: $* V * C U R R E N T-M U M E R O N$ is matched to the TWO node in

Figure 1, $\mathrm{AC}_{\mathrm{N}} \mathrm{NEXI}$ is matched to the NEXT node, *V*TOREN is matched to the $N 2$ node, and $\star V \star N E X T-N G M E R O N$ is matched to THREE.


Figure 5. Patem for retrieving NEXT-NUMERON from the data base.

Counting involves a series of such cycles through a set of productions. On eacin cycle. the conditions of various productions are tested ir order until one of them is found to be true. This causes the action of that production to be executed, usually adding some new relations to the data base, and the cycle is complete. Cycling continues ir this way until no more conditions are true.

Development of this counting model provided a specific set of hypotheses about the knowledge structures and procedures which together constitute understanding of the various counting principles. Briefly:

1. Stable ordering. Stable ordering is achieved through (a) the simple schema for NEXT relations which links each numeron in the counting list to its immediate successor, and (b) a
corresponding successor function--similar to the production in Figure 2--for accessing this ordered list.
2. One-to-one correspondence. Underlying one-to-one correspondence is a simple coordination between the procedures for choosing the next object and retrieving the next numeron. This coordination is achieved by the control structure of the counting procedure itself (similar in structure to, but slightly more complicated than the control structure in able 1) and requires no additional knowledge structures.
3. Cardinality. Gelman and Gailistel's evidence for understanding of cardinality includes children's repetition of the final mumeron, often with emphasis, and their performance in the magic experiments which apparently involves associating a quantity with the set of objects. COUNTER does this in a very simple way that depends on storing a goal in memory at the beginning of the counting sequence and maintaining that goal in memory during counting. (The details of goal storage and retrieval are discussed in Section 2.) The goal represents the intent to assign a numerical quantity to the set of counted objects. After counting is complete, COUNTER retrieves this goal from memory and adds to the data base the relational strutLure shown in Figure 6.


Figure 6. Data structure identifying the last numeron used in counting as the size of the group of counted objects.

This structure involves the relational property SIZE, a token node (SI) for the relation, and argument links (arga and argb) to the node representing the group of counted objects (LG1-for Linear Group) and to the aumeron used last in counting (in this case. FOUR). The model has also been programmed to print the final numeron again, along with an exclamation point.

Gelman and Gallistel observed that children were less likely to repeat the final numeron when they counted larger sets of objects. In the model, repetition of the final nomerin and formation of a relational data structure assigning size occur because the goal of finding the size is retrieved from memory. It is reasonable to interpret the observed lower frequency of repeating the final numeron as a result of forgetting, in which the longer process of counting included more opportunities for interference with retention of the goal of finding the set's size.
4. Abstraction. Representation of the understanding of abstraction occurs by simply omitting tests for the kind of object chosen at each step of counting.
5. Doesn't matter. Simulation of children's performance on the "Doesn't matter" (constrained counting) task requires (a) procedural knowledge about the preconditions and consequences of actions; (b) a procedure for checking the consequences of one action against the preconditions of another action; and (c) a procedure for planning action sequences such that early actions do not violate the preconditions needed for later actions. So, in addition to having a procedure for counting in the form of productions, COUNTER has knowledge about the preconditions and consequences of that procedure in the form of the semantic network shown in Figure 7. Given a set of objects to count, the COUNTER knows that the preconditions for counting any one of the objects with any one of the numerons are that the object has not yet been tagged with another numeron and the numeron has not yet been assigned to another object. (This is simply another


Figure 7. Oeta strueture containing information about preconditions and consequences retewant to satisfying the special constreint.
way of saying that an obiect can be tagged only once, and a numeron can be assigned oniy once.) Counting the object with the numeron has the consequence that the object is then tagged and the numeron has been assigned. Similarly, COUNTER knows that satisfying the constraint of assigning a designated mumeron to some object has the precondition that the object has not $Y=-$ been tagged and the designated numeron has not yet been assigned; the consequences are that the object is tagged and the numeron is assigned. Therefore, when COUNTER is given the instruction, "Make that (the second object) the tour," a procedure is exectted that checks the consequences of this action (i.e., the second object is not tagged and the numeron is not assigned). If the consequences of carrying out one action violate the prezonditions of another action, special checks for those preconditions are inserted in the normal counting procedure. In the example there is a violation: Given a set of five objects, if normal counting is allowed to proceed first, then the constraint can no longer be satisfied since its preconditions have been violated (i.e. the seconc object has been tagged TWO and FOUR has been assigned to the fourth object): similarly, if the constraint is satisfied first, then counting can no longer proceed as ncrmal (i.e.. in this case the second object is already tagged and FOUR is already assigned). These violations cause special checks for preconditions to be inserted in the normal procedure such that each time an object is chosen it is checked to determine whether it has already been tagged with a numeron (is it the constrained object?), and each time a numeron is chosen it is checked to determine whether it has already been assigned to an object (is the constrained numeron FOUR?). Normally the counting procedure simply omits these checks. Whenever one of the special checks determines that either an object or a numeron has already been tagged or assigned, respectively, a planning procedure is executed. The planning procedure modifies the sequence in which either the objects or labels are used to ensure that the preconditions of the constraint as well as of normal counting have not been
violated when counting is complete. Depending upon whether amy additional constraints (e.g., stable ordering, one-to-one correspondence) are imposed upon the planning procedure, a number of different sequences can be generated. Two possible modified sequences have already been discrssed (page 7). The first sequence, which modifies the order in which the objects are counted, satisfies the additional constraint of maintainfing one-to-one correspondence between the set of objects and the set of assigned numerons. According to the model, the second sequence does not take this constraint into consideration during planning with the result that numerons are skipped and one-to-one correspondence is not maintained.

A more thorough discussion of the model of counting and its theoretical implications can be found in Greeno, Riley, and Gelman (1979). The primary reason for mentioning it here 13 to provide the necessary background for discussing some of the productions in the next sections.

## Section 2: Mechanics of the Model

The previous section presented a general overview of how a production system works, including an introduction to the form of COUNTER's knowledge structures and productions. However, before we can follow COUNTER through an entire counting episode in ACTP, the reader needs to become familiar with some additional features of ACTP. This section includes more detailed descriptions of COUNTER's knowledge structures together with a discussion of the mechanics of individual procuctions and their interactions with the data structures. Also included is a description of the schemata that comprise the condition and action patterns of the productions.

## Rnosledge Stzuctures

There are two primary knowledge stuctures represented in the data base: (a) COUNTER's ordered list of numerons (CLIST), and (b) spatial information about the array of objects to be counted.

A semantic network representation of CLIST is shown in Figure 8. Notice that this is the same basic structure discussed in the last section, with the addition of a few more nodes and links. The elements of CLIST are the symbols ONE. THO, and THREE. This is indicated by the links labeled ispart between the symbols and CLIST. The symbols are also members of the category NUMERON, as indicated by the links labeled isa between them and the NUMERON caregory name. The purpose of the list membership relation is to identify a numeron as a member of a list of numerons. This allows numerons in the li-t to be distinguished from other words COUNTER recognizes as numerons but does not yet use to count. For example, a child may know that EIGHT is a numeron before the child has learned to count to EIGHT.

The other important relation is the NEXT relation which is needed to provide a fixed order between the numerons in CLIST as required by the stable ordering principle. The ordered relation NEXT links the symbols ONE and TWO to show that TWO immediately follows ONE in the counting list. This linkage includes a token node (G0197) in the diagram) and links labeled arga and argb, indicating a specíiic instance of the relation NEXT in which ONE and TWO are the first and second argments. The symbol ONE is linked through hasprop to the property name FIRST, representing that ONE has the property of being FIRST. This property allows COUNIER to identify ONE as the beginning of CLIST. The FOLLOWED property, on the other hand, allows COUNTER to find the end of CLIST. It was included because the relevant condicion rest for finding the end of the list is a test for the ABSENCE of a NEXT relation. However, ABSENCE tests can only be performed for single-link relations. For example, (ABSENCE OBJPROP TWO FIRST) would test for the absence of a hasprop link from TWO to FIRST. As shown in Figure 8, NEXT is a multi-link relation and so the ABSENCE test cannot be used. If it were not for this technicality, it would do just as well to search CLIST for a member $A$ that was not connected through NEXT to another


Figure 8. Datil structure represpming COUNTEA's ordered list of numerons.
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member $B$, such that member $B$ came after member $A$ in the list. If a member $A$ were found that satisfied this constraint, then it would follow from the properties of an ordered list that member $A$ was the last member of the list. However, in the current model, it is necessary to search instead for a member that has the ABSENCE of the single-line FOLLOWED relation; this member is then identified as the last member of CLIST. The ability to identify the last menioer of CLIST is a prerequisite to extending the list to include additional numerons.

## Visual Information

The other data strueture represents COUNTER's visual information about a set of objects and includes: (a) each object's $X$ - and $Y$-coordinates; (b) the difference between the $X$-coordinates and the $Y$-coordinates of adjacent objects; and (c) the measure of the slope defined by each pair of adjacent objects. This quantitative information is used by a spatial scaniling procedure for choosing the next object to count without skipping uncounted objects or repeating already counted objects. The scanning procedure is based on spatial relations that are used in forming perceptual groupings and has been shown to play an important role in counting (Beckwith \& Restle, 1966). Although the current model can only form perceptual groupings for linear arrays, it seems reasonable that this scanning ability could be extended to other spatial configurations in a psychologically plausible way by including ocher relevant Gestalt grouping principles.

In the examples discussed in this paper, COUNTER counts four objects arranged in an approximately straight line such as the following:

```
A B C D
```

The data stzucture containing some $c$ ? the visual information about these objects is shown in Figure 9. Objects A, B, C. and $D$ are represented by the nodes OB0178, OBO171, OBO164,
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and OBO161, respectively, and each of chese nodes is linked through isa to the OBJECI category node to indicate category membership. Each object is also linked to its corresponding $X$ - and $Y$-coordinates through relations that are tokens of $X C O R$ and $Y C O R$, respectively.

Information about the differences between the $X$ - (or $Y$-) coordinates of adjacent object pairs, though not shown in Figure 9 , is part of the same data structure and is represented in Figure 10 . This particular example contains XDIF and YDIF information for objects $A$ and $B$. Object $A$ 's $X$ - and $Y$-coordinates are connected to their respective relation nodes through arga links; object $B^{\prime \prime} s X$ - and Y-coordinates are connected through $a-g b$ links; and the value of the differences becween the two $X$-. and two $Y$-. coordinates is connected by argc Iinks.


Figure 10. Data structures represtenting diftertnces in $X$ - and $Y$ - coordinates for objects $A$ and $B$.

Finally, the slope defined by two adjacent objects is represented in Figure ll. Notice there are two slope measures given for each pair of objects in the data structure.


Figure 11. Data structure representing the slope defined by obiects $A$ and $B$.

This is because the slopes are defined in a system of linearized polar coordinates where 0.0 is horizontal and pointing to the right, 1.0 is vertical pointing upward, 2.0 is horizontal pointing left, 3.0 is vertical pointing downward, and intermediate directions are given intermediate values. Therefore, for any array of objects, the slope defined by any two of those objects can have one of two values, depending on the
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direction of counting. In the above example, tha slope defined by objects $A$ and $B$ is 0.16666 when counting $n$ a left to right direction. but 2.1666 when moving from rif ht to left.

COUNTER uses all this information when counting an array of objects. After serting a goal to find the size of the array, it begins counting by forming an initial perceptual grouping which includes some objects at one end or the other of the array. After counting the end object 4 : ONE, COUNIER uses the scanning process to count the remaining members of this initial grouping in order. Once all these objects have been counted, COUNTER determines if there are still objects to be counted that are not yet part of the perceptual grouping. If there are, the same scanning process is used to extend the group to include some additional objects which are then counted in turn. This process of extending the perceptual grouping and counting continues until all the objects have been incorporated into the grouping and counted. Compared to the successor function for finding the next numeron in the ordered CLISI, the procedure for finding the next object to count is relatively complicated. This suggests a plausible explanation for Gelman and Gallistel's finding that children almost never used the same numeron twice or skipped a numeron, yet they experienced occasional difficulty in keeping track of just what objects had already been counted.

Although the current version of the model limits the size of the initial perceptual grouping to three objects and extends the grouping by only a single object each time, tinis is not intended to mean that these numbers must remain fixed; they could be adjusted for particular spatinl configurations with the addition of other Gestalt grouping principles. However, these additions would not alter the basic combination of perceprual grouping and scanning described above and in Section 3 .
$3 i$

General form. Figure 12 shows an ACTP production. As with the other productions we have seen, it consists of a condition and an action. A grammar specifying the general form of productions is given in Table A-1 of Appencix A.

Condition:
((GNUMCHK ( $\{A S Y M R E L ~ O N E O N E ~ V X I I ~ V 2 ~ V 22))) ~-~$
Action:
(PRINT V2 V22) (POPSTACK) (UNBASE) ((ORDASSIGN BASE V22)]
GNEXTN V1 V10 V11 V12)

Figure 12. Production $\boldsymbol{m} 48$ from the current version of the counting model listed in Appendix $B$.

Condition. In ACTP the condition of a production consists of a control node and an optional set of pattern specifications. In the above example, the control node is GNUMCHK and the pattern specification is (ASYMREL ONEONE VXIl V2 V22). The control node of a production has to be active (i.e.. has to be the current focus of COUNTER's counting procedure) for the condition test to succeed. If the control node is active, then the ACTP system searches for a sat of links in its current semantic network corresponding to the pattern specification in the condition. For example, the pattern specifisation in Figure 12 is an ASMMREL structure containing four nodes (see Figure 13):


Figure 13: ASYMFEL pattern specifying a ONEONE relation between nodes V2 and V22.

In pattern specifications, nodes are designated as either constants or variables. Constants are represented as ovalshaped nodes which always keep the same value, whereas the diamond-shaped variable nodes can change their values from time to time as the system is running. In the example, ONEONE is a constant. VX11, V2, V22 are variables. When ACTP is running, some variables already have values. These are called bound variables, in contrast to free variables which have no current values. In searching for a pattern, ACTP has to use the values it has for bound variables just as it has to use the constants in the specifications. Thus, $a$ pattern search starts with the constants and values of bound variables. ACTP then searches for nodes it can till in for the free variables.

The production in Figure 12 is relevant to the special checking procedure for the constrained counting task. When COUNTER is presented with an array of four objects, A, B, C, and $D$, and told, for instance, to "make $C$ the two," a different
production causes ACTP to construct a pattern involving the object $C$ and the numeron TWO linked together through a relation that is a token of ONEONE (see Figure 14):


Figure 14. Date structure representing : ONEONE relation be iwean obiect $C$ and TWO.

This pattern allows COUNTER to remember that $C$ and TWO are the object and numeron that are to be placed in one-to-one correspondence to satisfy the constraint. Then, when COUNTER is counting, each time a numeron is retrieved from the counting list. the condition of the production in Figure 12 checks to determine if it is the same numeron that is linked to $C$ in the stored ONEONE pattern. If it is the same numeron, it is used to count $C$; if it is not the same numeron, then COUNTER knows it can go ahead and use it to count the other uncounted object it is current attending to.

Assume that COUNTER has been told to coint the objects and "make C the two." COUNTER scans the array of objects. forms a perceptual grouping with $A$ as the end object, and
therefore $* \quad$ - bunt A with the first numeron in its counting lis.. ONE. However, before COUNTER can proceed, it must first check if ONE is the constrained numeron. The production in figure 12 is the relevant production for checking the numeron and so it is tested. V22 is bound to ONE for this test, and so ONE replaces V22 in the diagram (see Figure 15):


Figure 15. Patten for retrieving a node related to ONE En rough aNEONE relation.

ONEONE is always bound, of course, since it is a constant. Therefore, the pattern matches if there is a node related to ONEONE as a token, and to ONE through an argb relation, that can fit in as VXII; and another node related to the node found for VUl through an arga relation. Since ONE is not inked to any other node through a relation that is a token of ONEONE, pattern matching fails and COUNTER goes ahead and counts A as ONE. COUNTER then selects the next object. $B$, and $=e-$ trieves the next numeron. TWO. Again the procution in Figure 12 is relevant and so it is tested, this time with V22 bound to TWO (see Figure 16):


Figure 16. Patter for retrieving a node related to TWO through a ONEONE relation.

This time the pattern matches to the structure stored in the data base which has the node GO185 related to ONEONE as a token and to TwO through the argb relation, and another node C related to GOl85 through the aga relation. When pattern matching succeeds, two things happen: (a) the nodes that are found are assigned as the values of the variables mentinned in the pattern specification, and (b) the action of that production is performed. In the example, this means that $C$ is now assigned to V2 and G0185 is assigned $=0$ VXII. The action of this production is discussed below.

Action. Three kinds of things happen in actions: (a) (a) executing special functions which include such operacions as printing output to the terminal, (b) building patterns by adding new relations and nodes to the data base. and (c) remembering and activating nodes. The latter refers to the fact that an action can contain a list of constants and variables that will be activated and remembered on the next cycle of tests. Any constant on the list will be active for the next cycle; all other constants will be inactive. Any variable on the list will have its value remembered and thus
will be a bound variable on the next cycle. All unmentioned variables will have cheir values forgoten and thus will be free variables on the next cycle.

The production in Figure 12 has five action components: (PRINT V2 V22). (POPSTACK), (UNBASE). ((ORDASSIGN BASE V22)), and GNEXTN V1 V10 V1J V12. PRINT is the special function for printing output; thus (PRINT V2 V22) is the action of printing the current values of the specified variables. In the example, V22 is bound to the numeron TWO, and V2 has just been bound to $C$. This piece of action, then, prints a node designating the object $C$ along with the numeron TWO. The intention is to represent pointing to an object and saying a numeron.
(POPSTACK), another special function, is involved in removing goals from the data base once they have been satisfied. however, before we describe exactly how this is done, a brief discussion is in order conceining what goals are used in ACIP, and why goals are used in the first place.

Goals in ACTP are of two kinds. Simple goals are set by activating control nodes, such as GNUMCHK. Control nodes function as goals that produce selection of productions whose patterns will be tested. For example, the production shown in Figure 12 is one of two productions that may be tested when the control node GNUMCHK is active. Having GNUMCHK active cor-esponds to COUNTER having the goal of checking whether a numeron that has been retrieved is the specially constrained numeron in a counting task. Simple goals are set on a cycle-by-cycle basis and are set and removed without changing the network structure that represents the situarion.

Complex goals are used when it is necessary to store information abcut a goal in memory. This happens whenever a goal cannot be achieved immediately and will need to be retrieved later after another goal has been set and achieved. Complex goals are stored in a pushdown memory stack. Whenever a new complex goal is adopted, the previously current goal is stored by placing it in the goal stack. Whenever
the current goal is achieved, that goal is removed from the memory stack, and the next previous goal reaches the top of the goal stack.

Three functions in ACTP are involved in management of complex goals. A schema. GOAIX, creates data structures that represent goal information. An example is in Figure 17. The structure shown there is constructed at the beginning of counting: the goal is to find the size of the group of objects prestented to COUNIER. When this stucture is in memory, a pattern such $s=$ (GOALX GOAL VXI XFIND SIZE V2 V3) would be matched. so the system is able to retrieve information about what it needs to do next, after it $h$ completed a part of the task.


Figure 17. Date structure representing the goal of finding the size of the group of objects to be counters.

Goal structures are formed in ACTP by a function SETGOAL. which creates a structure in the form shown in Figure 17. using the GOAIX schema. SETGOAL also modifies the goal stack. Before creating a new goal structure. SETGOAL adds the current goal to the stack of prior goals in memory. Another function

POPSTACK. is used in an action when a goal has been accomphished. POPSTACK removes the current goal from the data structure and changes the goal stack by removing the top entry from the stack and making it the current goal.

The structure shown in Figure 17 is formed when COUNTER 13 asked how many objects there are in a set. This identifies G0224 as the current goal. If in addition to determining how many objects are in an array. COUNTER is also told to "make C TWO." GO238 is added to the goalstack, and a second GOALX pattern is built in the data base, identifying G0238 as the new current goal (see Figure 18).


Figure 18. Data structure - presenting the goal of ", Waking C TwO"

Figure 19, then, represents the goal stack at the time the production in Figure 12 is relevant.


Figure 13. Goal stack containing one goal.

However, the current goal of satisfying the special constraint was achieved when the action (PRINT V2 V22) was performed. So (POPSTACK) removes 60238 from the data base and checks the goal stack to see if there are any more goals. This is equivalent to COUNTER asking itself. 'Now that ives satisfied the constraint of making $C$ the TWO, is there anything else i need to cake care of ?" In chis case. there is another goal in che stack--the goal of assigning the last numeron used in counting as the cardinality of the set. POPSTACK removes G0224 from the stack and makes it the current goal once again.

Referring again to Figure 12, the special function (UNBASE) removes the structure that represents the orient problem base. This data structure has the node bAse connetted to one or more nodes in the data base by liny: ida, id. ide, and so on. BASE's main function is to provide eraseable memory that is not easily handled with bound variables in the ACTP system. BASE puts a node into memory so that it can be retrieved and assigned as the value of a variable during some later cycle. In the example. the current problem base at the time the action of the production is taken is shown in Figu:e 20.


Figure 20. Dress structure representing the current problem BASE.

This structure was used to store the most recently used nomerin so that it would be available to COUNTER when it came time to retrieve the next numeron from the ordered inst of
numerons. That is, when it came time to count object $B$, COUNTEF sieded to remember that ONE was the last numeron it used $\operatorname{siv}$ order to retrieve the appropriate next numeron (i.e.. TWO) from CLIST. However, now that TWO has just been used to count $C$, ONE is no longer the most recently used numeron and so UNBASE removes it from the data base. The next action component. ( (ORDASSIGN BASE V22)), creates a new pattern in the data base, making the current value of V22 (which in this case is TWO) the base of the problem, as shown in Figure 21.


Figure 2i. Dace structure representing the current problem BASE.

This means that the next time COUNTER needs a numeron to count an object. it will remember that TWO was the last numeron it used and therefore choose THREE as the nert unused numeron. THREE will be used to count the object anc will then replacs TWO as the current base, and so on. So in the example. UNBASE and ORDASSIGN are part of an iterative procedure that allows COUNIER to proceed systematically through its ordered CLIST without skipping or repeating numerons.

The last action component consists of GNEXTN and some variables. GNEXTN is a corstant, and its being mentioned at the end of the production causes the control node GNEXTN to be active on the next cycle, in turn causing the condition patterns of a different production (or productions) to be
tested on the next cycle．The reason GNEXTN，and not some other constant，is mentioned here is because i＝is the con－ stant used as the control node for the productions that are relevant to the next step in COUNTER＇s procedure．In this case，the next step is to retrieve the next unused numeron from CLIST．This is because COUNTER had retrieved TWO，in－ tending to use it to count B．but discovered that TWO was the constrained numeron and had to use it to count $C$ ，the constrained object，instead．This means that COUNTER still needs a numeron to count $B$ ．Since productions with the con－ trol node GNEXTN are designed to retrieve the next unused numeron from CLIST，their control node is activated for the next sycle．

Finally，V1，V10，V11，and V12 are variables；mentioning them in the action of the production causes their current values to remain bound on the next cycle．In the example． object $B$ is the current value of $V$ and must remain assigned so COUNTER can remember that $B$ is the object it intends to coumt next．VIO，VIl，and V12 are related to COUNTER＇s per－ ceptual scanning and grouping procedures which will be dis－ cussed ir the next section．

Steps in matching and executing a production．The syn－ tax of a production is easier to understand if one has a clear understanding of the procedures used in attempting to match the conditions and executing the actions of productions．

When ACTP tests a production，the question is whether the condition can be matched in the data structure．Typically， there are two parts of a condjition：a control node ard a pat－ tern specffiction．Neither of these is required，and priッシニー tions written for ACTP often have onlv a control node．More than one control node or more than one patten specification can be included，but that has not been done in any models that have been programmed．

ACTP proceeds through the elements in the condition of a production．If an element is an atom，ACTP tests whether it
is an active node. If it is not, then further testing is omitred. If an element is a list, ACTP assumes that the element is a pattern specification. This will be a list of concept schemata, each of which is a list beginning with a schema name, such as ASYMREL or ORLASSIGN. ACTP assembles a list of links that correspond to the concept schemata in the pattern, noting the nodes that consist of constants, bound variables, and free variables. ACTP then tests whether the pattern can be matched in the current data structure. If it fails, it proceeds to the next production. If a match is found, the free variables in the pattern are bound to the nodes that they matched, and ACTP goes on to the next element in the condition, if there is one. If all the control nodes are active and all the patterns can be matched, ACTF goes on to execute the action of that production.

Actions have three kinds of components: atoms, which must be variables or constants; special functions, which are fncluded in single parentheses; and pattern specifications, which are doubly parenthesized, i.e., lists of iists. In executing an action, ACTP proceeds through the elements of the action. If ACTP encounters an atom that it recognizes as a constant, it places the atom on the list of active nodes. If the element is a variable, it places the value of the variable and the variable on the list of bound variables for the next cycle and makes the value an active node. If ACTP encounters the name of a special function in a list, then the function will b: executed by LISP. If ACTP encounters a list that is not a special function, then it assumes a pattern specification. It assembles the list of links that correspond to the pattern specification, using the values of all variables that were either bound initially in the cycle or that were matched in testing the condition of the production. Any variables that do not have values are given values in the form of unique symbols generated by LISP. The links in this set are added to the data structure.

Coments on the use 0 parentheses in productions. The typical form of a production is shown in Figure 22. The entire production, consisting of a condition-action pair, is inside a set of parentheses. Then the condition is also enclosed in parentheses to separate it from the action. Within the condition, the list i: pattern specifications is contained ian yet anocher pair of parentheses, and each individual pattern specification is also in parentheses. Sometimes a condition contains no pattern specifications:
( (GCOUNT) (PRINT V1 V22) (UNBASE) ( (ORDASSIGN BASE V22)) GNEXTOB V1O V11 V12)

Here the entire condition is the control node GCOUNT, closed off by a single parenthesis; everything else is the action.

In the action, pattern specifications are inside double parentheses. Special functions are inside single parentheses. Nodes and variables that are to be kept active for the next cycle are just mentioned, with no parentheses.

Thus, when reading a production from left to right:

1. A production starts with two left parentheses.
2. There is a single symbol at the beginning. This is the control node for the production.
3. If there is a right parenthesis after the control node, that completes the condition of the production.
4. If there is no right parenthesis after the control node, there should be two left parentheses. This is the beginning of a list of one or more pattern specifications. The list of pattern specifications ends with three right parentheses, and this completes the condition.
5. The action may contain one or more pattern specifications. Each pattern specification (or each list of pattern specifications) begins with two left parentheses and ends with two right parentheses.


## $\boldsymbol{T}$


(UNBASE) |IOROASSIGN BASE V4 VI V2 NA|| GFINOBOUNOV: il


## End Production

Figun 22. Typied lorm of a prodection (Production \#16).

$$
\$ 5
$$

6. The action may contain one or more special functions. Each special function begins with one left parenthesis and ends with one right parenthesis.
7. The action may contain a control node to be active on the next cycle. This will be mentioned with no pare-thesens around it.
8. The action may contain one or more variables whose values will be remembered (bound) on the next cycle. These will be mentioned with no parentheses around them.
9. The production ends with a single right parenthesis. If the last thing in the production is a control node or a variable, the terminating parenthesis will be by itself. if the last thing is a special function, its right parenthesis will be with the terminating parenthesis, so that the production will end with two right parentheses. If the last thing is a pattern specification, its two right parentheses will be there, so the production will end with three right parentheses.

A flowchart for writing a production is shown in Figire 23. Although it assumes a rigid order for the action side of productions, this is not mandatory and experienced users may prefer different orders.

A special note on conditions with no pitjern specifications. When the condition of a production consists only of a control node, the action of that production will be taken if (a) the control node is active during a given cycle, and (b) no preceding production has already been tested as true on that cycle. This can be made clearer by the following example.

Compare Productions 23 and 24 from Appendix B:
P23
((GOBJCHK ((ABSENCE OBJPROP V1 SPECLAL))) GNEXTN V10 VIl V12 vi)
P24
((GOBJCHK) GNEXTOB V10 V11 v12)


Fis:- 23. Flowchart for writing a single production.

These productions are relevant to the special checking involved in the constrained counting task. In constrained councing, each time COUNTER selects a new object to count, it checks the object to determine if it is the one involved in the constraint. If it is not the constrained object, COUNTER goes ahead and gets the next unused numeron from CLIST. If it is the constrained object. COUNTER skips it and selects the next object to count from the array. This is because COUNTER intends to count the constrained object whenever the constrained numeron shows up as the "next" numeron in the course of counting the array; skipping the constrained object here, then. ensures that it will not be counted twice.

Production 23 checks the object assigned as the value of VI to make sure that it does not have the property SPECIAL ("SPECLAL" here means "constrained"). If the object in quesclon is not a special (constrained) object, then the condition of this production is true and its action is taken. This causes the control nod. GNEXTN to be active on the next cycle as well as the variabies V10, VIl, V12, and V1 to remain bound with their current values. GNEXTN controls the productions responsible for getting the next counting name in the model's ordered counting list.

Production 24, on the other hand, has no condition patterns to be matched. However, while it is true that there are no explicit condition patterns, consider the following situation. On any cycle when GOBJCHK is active, boch Productions 23 and 24 are possible candidates for testing because they both have the same control node. But remember that only one production is fired during any single cycle and this production will be the first production whose control node is active and whose condition pattern (if any) matches successfully to the data base. Furthermore, ACTP productions are miways tested in order. This means that whenever GOBJCHK is active, Production 23 is always tested before Production 24. If Production $23^{\prime \prime} s$ condition pattern
matches, its action changes the active control node to GNEXTN for the next cycle; in this case Production 24 is never tested at all. In fact, the only time Production 24 is tested is when Production $23^{\prime}$ s condition pattern does not match. So, taken together, Productions 23 and 24 say. "If the object attached as the value of Vl is not special (i.e., if this is not the constrained object), then go ahead and get the next mumeron in the counting list; otherwise (i.e.. if this is the constrained object) find another object to count (this is accomplished by activating the control node GNEXTOB)." Production 24 does, therefore, have an implicit condition in this case by virtue of following another production having the same control node. This will of cen be true of other "conditionless" productions in the model and is important to keep in mind when interpreting Appendix B.

## Schemata

A schema is a concept represented as a set of links that go together to make a recognizable configuration. Each schema has a name which is used to identify that schema in productions. A schema also has some slots that are filled in with variables or constants when the schema is used in a production. Some schemata in ACTP correspond to a single link; other schemata contain several links. Three of the singlelink schemata--OBJTYPE, OBJPROP, and PARTOBJ--are shown in Figure 24. OBJTYPE (also referred to as OBJCAT for "object category") has its arguments linked by isa, OBJPROP has its arguments linked by hasprop, and PARTOBJ has its arguments linked by isparc.

A fourth schema that is used in chis system is ASYMREL, a generic structure involving an asymmetric relation with any number of arguments. For example, the ASYMREL schema shown in Figure 25 has two arguments for a total of four nodes. The name of the relation (for example, NEXT, ONEONE, YXSLOPE, SDIF or YDIF) is the node at the top. A uniqur symbol is a token of that relation. This symbol can be any convenient


Figurs 24. Single-link sctromata.


Figure 25. ASYMREL schema.
identifier such as NXI or $Y X$, followed by a number: when an ilentifier is not specified, then the unique symbol is $G$ followed by a number. The argrments are included as the remaining nodes in the structure. For example, suppose a production has the pattern (ASYMREI NEXT VXI V2l, V22), and V21 is bound with the value TWO (refer to the CLIST diagram in Figure 8). This would match with VXI bound to GO198, and V22 bound to THREE. Consider another example involving the same pattern, but suppose that $V 22$ is bound with the value TWO when pattern matching occurs. Then the pattern will match with VXI tound to GO197. and V21 bound to ONE.

Finally, the ORDASSIGN schema tests for the partern shown in Figure 26:


Figure 26. ORDASSIGN schema.

The top node is generally BASE, though it can be anything. Although there are four arguments linked to BASE in the above example, ORDASSIGN, like ASYMREL. can take an unlimited number of argments. For example, in Production 48 ORDASSIGN rook only one argument: ( ORDASSIGN BASE V22)). The ORDASSIGN pattern can be removed from the data base by using the Eunction UNBASE. Mhir means that the base of the process can be altered from time to time during the running of the production system. The utility of this schema will become apparent in the discussion of the actual counting model.
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The uses of schemata involve matching and generating patterns. In pattern matching, a schema will be p. Tt of a structure that has some of its arguments already fixed as constants of bound variables. If all the arguments are fixed. pattern matching is stmply a check to see whether the links in the data base agree with thrse specified in the schemata. If some of the arguments are not fixed, then pattern matching involves a search to see whether there are nodes in the data base that will fit into the specified structure.

For example, suppose a production has the pattern (ASYMREL NEXI VX1 V21, V22). NEXI is a constant; suppose VXI. V21, and $V 22$ are not bound. The patcern matches if there is a node related to NEXT as a coken, to another node through the arga relation, and to yet another node through the argb relation. The diagram of the CLIST structure indicates two sets of nodes that qualify: either GO197, ONE, TWO, or G0198, TWO, THREE. One of the token nodes (either G0197 or G0198) will become bound as the value of VXI, and its corresponding arga and argb relation nodes will become bound as the values of V2l and V22, respectively. Since there are several valid possibilities, it is not clear which of the sets of nodes will actually be found.

Now consider an example of how different schemata wr combined in a complex pattern specification. The example is taken from the condition pattern of the ADDTAG production mentioned earlier. Basically, this production extends the ordered CiIST by (a) identifying an elemen, known to be a numeron but not yet a number of CLIST, and (b) linking this element through NEXT to the last numeron in CLIST: (CADDTAG (CASYMREL NEXI VX1 V21 V22) (ABSENCE OBJPROP V22
(OBJCAT V23 NUMERON) (ABSENCE OBJPROP V23 FOLLOWED)))
((PARTOBJ V23 CLIST) (ASYMREL NEXT VX2 V22 V23) (OBJPROP V22 FOLIOWED))

$$
48
$$

The condition consists of the control rode ADDTAG and a pattern specificarion composed of four schemata. This means that the pattern to be found cannot have a different node in the ASMMREL scheme than in che OBJPROP schema. Thus the two schemata are combined into the following single pattern in Figure 27:


Figure 27. Pattern for retriewing the lest numeron in CLIS.

Together they allow the model to identify the last numeronin CLIST. That is, the only nodes involved in NEXT relations in the current data bese are the nodes representing the numerons in CLIST and the only one of these nodes lacking the property FOLLOWED is the last one. Indeed, referring back to Figure 3, node THREE is the only node in the data base that has the right relation with both the consta- NEXT and the constant FOLIOWED. The pattern matches. THR becomes the value of $V 22$, and TWO and GO198 are assigned as the values of $V 21$ and VXI, respectively, as shown in Figure 28.


Figure 28. Deta structure representing the NEXT relation between TWO and THREE.

Similarly, the last two schemata of the condition pattern mention a single variable name. V23. Together, these two schemata allow the model to find an element in its data base that is a NUHERON but is not yet a member of CLIST. (OBJCAT V23 NUMERON) specifies that the node assigned as the value of V23 must be a NUMERON. The following diagram (Figure 29) shows all the nodes that qualify:


Figure 29. Date structure showing the members of COUNTER's nurneron category.

However, (ABSENCE OBJPROP V23 FOLLOWED) further specifies that the node assigned as the value of $V 23$ cannot have a hasprop link to FOLLOWED. This additional requirement eliminates ONE and TWO as possible candidates for the value of $V 23$ since these three nodes were linked to FOLLOWED when they became members of CLIST. Although the node THREE does satisfy both requirements, it has already been assigned as the value of $V 22$ and cannot be assigned again in the same condition.

Considering all four schemata together, then, the condition of the above production says, "Find the end of the current CLIST and then find an element that is known to be a numeron but is not already in the ordered CLIST." Assuming that this condition can be met, the action of the production is to make this unordered numeron part of CLIST, link it with THREE through a relation that is a token of NEXT, and link THREE through hasprop to FOLLOWED. This results in the expanded version of CLIST shown in Figure 30.

Notice that the FOUR was the numeron chosen to be boind as the value of $V 23$. As mentioned earlier, numerons FOUR to TEN, inclusive, were all possible candidates. FOUR was bound simply because the pattern matcher found this node first when evaluating the elements of NUMERON. A more eiegint version of ADDTAG would perhaps assign varying "strengths" to the as-yet-unordered numerons; a numeron"s strength would then determine its probebility of being bound to $V 23$ when ADDTAG was active (as opposed to leaving it up to the builtin "whims" of the pattern matcher). The =elative strengths of numerons could conceivably be a fundcion of such things as watching Sesame Street and seeing SIX, or hearing a poem with TEN in it.

A general point about the system is that most link-types have inverses, and the system is indifferent to which direction is specified in a schema. The inverse of iss is memb, the inverse of hasprop is isp=up, the inverse of ispart is haspart, the inverse of token $\dot{E}=$ type. Arga's inverse is argal, ana argb's inverse is argbl. This is r. >t an issue of any substanfive importance, but there will be times when the inverse


Figure 30. COUNTER'S extendec T.
relations wi?l be specified, and it is confusing if 'A isa $B$ " is not recognized as identical to "B memb $A$," and so on.

Section 3: A Detailed Lock at How the Model Counts
This section follows COUNTER in detail as it counts a group of four objects. It describes the components of the counting procedure as a series of actual cycles through COUNTER's set of productions. The output from chese cycles is shown in Appendix $C$ and will be referred to throughout the discussion.

## Some Preliminaries

Before COUNTER can begin to count, it must be 'started up" as shown at the beginning of Appendix C. STARTUP is a LISP function that informs the ACTP system running the model of the variable names, constants, links, and so on, that will be used in a particular set of productions. Without this information, the system cannot distinguish variables from constants, for example, and therefore cannot operate. STARTUP also builds COUNTER's ordered list of numerons. CLIST, into the data base. Initially CLIST consists of only the numerons ONE, TWO, and THREE (see Figure 8). During the first few cycles, the function ADDTAG will be used to extend the list to six numerns. A listing of the STARTUP relevant to the current version of the counting model is given in Appendix $D$ along with a discussion of the main STARTUP functions.
(Incidentally, a "*" $\sim n$ the printout indicates that anything following it or the same line was typed in from the terminal.)

Still referring to Appendix $C$, the next line after (STARTUP) to be typed in from the texminai is (GENSET OBJECTS). GENSET is another LISP function that sets up an initial data structure; something like GENSET is always needed to define a model's initial knowledge state. In the counting model, GENSE= sets up the representation of the visual information in the display o.
objects. The reason this was not done in STARTUP is because GENSET takes different arguments depending on the number of objects to be counted, and their location; its arguments could not be easily changed in STARTUP. GENSET takes as its arguments the names of objects and the values of their respective $X$ - and $Y$-coordinates. On the basis of this informacion, it computes the difference between the $X-$ (and $Y-$ ) coordinates of adjacent object pairs as well as the slope defined by those pairs. The output of this function is the data structure representing the spatial information the model uses to scan and count the objects. In the example shown in Appendix 2 , the variable OBJECTS had as its value the list:
(OBJECTS (A 7.0 0.0)
(B 8.00 .20000000 ) ( C 9.50 .0 )
(D 10.0 0.0)

Operating on this list, GENSET generated the data structure discussed in the last section and shown in Figure 9. Some of the nodes in this structure were printed out in response to the YES reply to SHOW-STRUCTURE?

TRACE is a LISP function that takes $i=2$ names of other LISP functions as its arguments, e.g., PREQPLAN and PREQCHK. These other functions are then "traced" whenever they are called during a cycle. A trace is a detailed report of a function's execution within a program and is primarily used as a debugging device.

CYCLE tells the system to begin the process of cycling chrough its set of productions. A YES response to THINK-ALOUD? causes the names of all currently bound variables and control nodes to be printed out at the beginning of each cycle. If a No response is given, only the number of the current cycle is typed each time, except when the action of a production includes the PRINT function.
(SETQ DEBUG NIL) is a LISP signal telling the system not to print out debugging information during the cycles that follow it. (This could just as well have been tyoed in before starting CYCLE.) Similarly, if at any time debugging information is
needed. (SETQ DEBUG T) can be typed in, causing this information to be printed out on subsequent cycles. In fact. LISP signals can be given as input to any cycle, after which ACTP will execute the functions that are spectified.

The output from each cycle includes a list of the active nodes and a list of the variables that have bound values. So when the system now returns:

$$
\begin{aligned}
& \text { NIL } \\
& \text { NIL } \\
& 1 \\
& \ggg \gg
\end{aligned}
$$

NIL indicates that at the beginning of the first cycle there were no active control nodes and no currently bound variables; therefore. no productions were tested and no action taken.

As already mentioned, LISP signals can be given as input to a cycle. Also pernitted are inputs that besin with any one of the words on AC'r's list of titles that is defined in STARTUP (see Appendix D). These inputs then become active during that cycle in the same sense that constants mentioned in the actions of productions become active for the next cycle. For example, in Appendix $C$, the next input from the terminal is (ADDTAG) which causes this control node to become active as shown at the beginning of Cycle 2:
(ADDTAG)
NIL
2
ADDTAG is the control node of the production relevant to extending COUNTER's ordered list of numerons (discussed under Schemata). The NIL under the (ADDTAG) says that there are still no bound variables. ADDTAG is active on this cycle and since it matches the control node of Production 1 , the action of the production is taken. Notice that whenever an action is taken, the corresponding action patterns are printed out at the end of the cycit along with a temporary data structure identifying any perwanent new additions to the data base. These stricture de criptions start with a symbol beginning
with ST and give a list of the nodes included in the structure. For examplo, at the end of Cycle 2 in the appendix. the action patterns of Production 1 are printed out and STO200 identifies the new adilitions to the data base:

## 2

(( $P$ PARTOBJ CLIST) (ASYMREL NEXT VX2 V22 V23)
(OBJPROP V22 FOLLOWED)))
(STO200 (FOUR CLIST NEXT G0199 THREE FOLLOWED))
This says that at the end of Cycle 2. FOUR (assigned as the value of V23) has become a part of CLIST: the relational node NEXT has been assigned a new coken node (G0199) that takes THREE and FOUR as its ordered arguments; and THREE is now connected through a hasprop link to FOLLOWED. The data structure containing these new additions to the ordered list of counting names is shown in Figure 30 . FIVE and SIX are added to CLIST In the same way by activating (ADDTAG) for Cycles 3 and 4 .

On Cycle 5, COUNTER prepeares to count by setting the goal of finding the cardinality of the set of objects. (HOWMANY) is typed in from the terminal. causing this control node to be active on this cycle. (HOWMANY is one of the words on ACTP's list of titles.) Production 4 is the only production with this control node. It is tested during Cycle $S$ and there are no condition pattens to be matched so the action is taken. This causes a new goal, represented by the token node 60224. to be added to the top of the goal stack and the structure in Figure 19 to be added to the data base. This atructure represents a goal for finding the numerical size of a group of objects (i.e.. its cardinality).

COUNTER is now ready to count. This time NIL is typed in from the terminal which indicates that no input is provided for the next cycle. However, part of the action of $P 4$ was to activate the constamt GSEE so there is an active control node at the beginning of Cycle 6 .

## COUNTER Counting

The following discussion of the counting procedure skips over the initial scanning and perceptual grouping of the objects (Cycles 6-11) and begins with Cycle 12. By this time, COUNTER has already scanned the array $A \underline{B} \subseteq \underline{D}$ and has formed a perceptual grouping of the three leftmost objects (i.e., A, B, and C). Then using information about which end of the array it found and the direction of the path between the end object and another obfect in the group, COUNTER formed the following relational structure (Figure 31) which indicates that the array is approximately


Figure 31. Derseptuis grouping of objects A. B. and C.
horizontal. scanning is to occur in a left-to-right direction. and the slope of the path that will be used to extend the group if it becomes necessary. A perceptual linear grouping, designated by the node GC238, has been formed and consists of three objects denoted OBO178. OBO171, and OBO164 (objects $A$. $B$, and $C$, respecrively). A structure involving a relation called SCAN has also been formed. The arguments of the scan relation are the group of objects (GO238). the dimension of scanning (XCOR for horizontal. YCOR for vertical). the direction of scanni:ig (*GREAT for left-ro-right or botrom-up, *LESS for the oppissite directions), and the slope defined by the first two objects in the $a^{\cdots}$ ay ( 0.16666665 ).

Cycle 12. During this cycle. COUNTER first focuses on the perceptual grouping of objects it has just formed and identifies the object at the left end of this grouping as the first object to be counted. This object (i.e. object A) is then tagged with the property of being the current bound of the set, an operation equivalent to placing a tag on each object as it is counted.

At the beginning $o f$ Cycle 12. GCOMPACT2 is active. Following GCOMPACT2, on the same line, are the bindings of the variables that were held over from the previous cycle. The next line pairs these bindings with their respective variables:
(*GREAT V12 XCOR V11 OBOI73 V1 7.0 N1 OBOI71 V2 8.0 N2 OBOI64 V3 9.5 N3)

Thus, *GREAT is currently assigned as the value of V12, XCOR is assigned to V11, OBO178 is assigned to VI, 7.0 to N1, and so on.

P22 is the only praduction whose control node is active on this cycle, and so it is the only production that gets rested. The condition of this production tries to match the following pattern (Figure 32) to the data base:


Figure 32. Pattern for retrieving visual information about the group of object.

The pattern matches to the data structure shown in Figure 31 , and the free variables VIO and VX3 are bound to G0238 and G0245, respectively. Since the condition matches, the action is performed. This action assigns VI (object A) the property BOUND. (Note: This refers to the lower bound of the set of uncounted objects and is not to be confused with the bound value of a variable.) The second action component, (UNBASE). removes all arguments from the temporary data structure. BASE. Finally, the constant GNEXTN (NEXT Number) is activated because it is the control node of the production relevant to the next step in the model's counting procedure, and the bindlings of VIO, VII, VI2, and VI are held for the next cycle. The next step is to get a numeron from the ordered CLIST.

Cycle 13. On Cycle 13. COUNTER retrieves a numeron from its ordered list of counting names so it can count the first object in the array. In this case the successor function is not yet applicable since getting the "next" numeron from CLIST requires that there already be a current numeron. This means that COUNTER must begin with the first numeron; this
involves simply identifying the numeron in CLIST that has the property first.

At the beginning $c E$ this cycle. GNEXTN is active and G0238. XCOR. *GREAT, and OBOL78 are already ty assigned as the values of VIO. VIl. V12, and V1, respectively. $P 45$ and P46 are both candidates for testing since they both have the active control node. 345 is the production that retrieves the next numeron in CLIST. It comes before 446 in the model's set of productions and so it is tested first. The first part of its condition requires finding the following ORDASSIGN pattern (Figure 33) in the data base:


Figure 33. Pattern for retrieving the current problem BASE.

Throughout the counting procedure, VIl is the variable that gets bound to the most recently used numeron. However, since there are no used numerons on this cycle, this pattern fails to match and $\mathrm{P} 45^{\prime}$ 's action is not taken.

P46 is tested next. Its function is to retrieve the first mumeron from CLIST. The condition requires finding che pattern shown in Figure 34.


Figure 34. Fatter for retrieving the first numbron from CLIST.

This pattern is matched to che CLIST structure in the data base (see Figure 30) and V22 is bound to ONE. The action of P46 actinvotes the control node GCOUNT and holds tie bindings of V1, V22. V10, V11, and V12 for the next cycle.

## Cycle 14. This cycle involves COUNTER counting the object

 A with the numeron ONE. PS 5 is the only production whose control node is active. There are no condition patterns to be tested and so the action is performed. The values of V1 and V22 are printed out at the terminal.***** (OBO178 ONE)
This is intended to represent COUNTER counting object OBOl78 with the numeron ONE. The rest of the action removes the current BASE (on this particular cycle there is none to remove) and reassigns the numeron that was just used as the current BASE. Figure 35 shows ONE as the current problem BASE, signifying that ONE is the most recently used numeron.


Figure 35. Date structure specifying one at the current procter BASE.

GNEXTOB (NEXT OBject) is then activated and V1O. VIl. and V12 hold their bindings for the next cycle.

Cycle 15. Having counted object $A$. COUNTER now scans its initial perceptual grouping. LINGROUP. to determine if there are objects that have not yet been assigned the property BOUND. (i.e.. have not yet been counted).

P31 is che relevant production here. In order for its condition to be true, there must exist a node in the data base that is a member of the current LINGROUP (LINGROUP is the value of VlO) but does not have the property BOUND. The current data base contains the following information (Figure 36) on LINGROUP which is represented by the token node GO238:



There are two candidate f - watch: OBO178 and OBCI64 which represent the objects $B$ and $r$. respectively. OBOI64 happens to be chosen and is assigned as the value of V1. Before this object can be counted, however, COUNIER must check to see if there are any other objects between OBOl64 and the most recently counted object (OBO178). So GCHBETWEEN (CHeck BETWEEN) is activated and the mentioned variables keep their vaiues for the next cycle.

Cycle 16. Before counting the object it just found. COUNTER checks to make sure chat cherc are no other untagged (i.e., uncounted) objects between this object (object OLOI64) and the last object it counted (object obO178). Since the direction of counting in the example is from lett to right, chis is equivalent to checking for the existence of another uncounted object whose X-coordinate is less than OBO164's X-coordinate. If there does exist an object with a smaller X-coordinate, this object replaces ob0164 as COUNTER's current focus and the checking procedure is repeaced until the uncounted object with the smallest $X$-coordinate is found. Thus. in the same way that applying the successor function to CLIST ensures that the retrieved numeron is the one immediately next to the most recently used numeron. this perceptual checking procedure ensures that the object selected for counting is the one closest to the object that is currently the upper bound of the array.

At the beginning of this cycle. GCHBETWEEN is active and so P4l is cested. The condition requires first finding the following pattern (Figure 37) in the data base.


Figure 37. Pattern for retrieving the va!ue of ociec: $C: \times$ coordinaie.

Next a second pattern must be found. constrained so that the node assigned as the value of $V 2$ does not have the property BOUND. as shown in Figure 38


Figure 38. Pattern tor retrieving on object $\cap$ LINGROUP together with. is X -coordinate

The first pattern is matched to the data base and XC0143 and 9.5 are assigned as the values of VXI and NI. These nodes cannot be assigned again to different variables during the same cycle, so the second pattern must be matched to a diffferment set of nodes. Again the match is successful and SCO142. OBOI71, and 8.0 are assigned as the values of VX2. V2, and N2, espectively. This means that COUNTER has identifiled another uncounted object in LINGROUP: it does not yes know, however, if this object is closer than obOl64 to the last counted object. So the next condition test involves a comparison of $N 1$ and $N 2$ to determine if the relation bound to V12 is true with respect to them. In this case. V12 has the value *GREAT and. since 9.5 (OBOI64's X-coordinate) is greater
than 8.0 (OR1071's X-sjordinate), the relation is indeed true. This indicates that OBOI71 is closer than OBCl64 to the last counted object (OBO178), casuing COUNTER th change its current focus. However, before it can go ahead and courit OBOl7l. the model must repeat the checking procedure to det =mine if there axists yet another object closer than OBOl71 to OBOI78. Therefo , the last condition component and the entire otion of the curtent production prepare COUNTER to refocus $i$ checking procedure on $0 B 0171$.

The rc cocusing process is somewhat confusing here because the current production, P 41 , is also the production that will be used to check OBO171. This requires that before checking can proceed, OBOl7l must be assigned as the value of VI, the variable that P 41 considers to be bound to COUNTER's current focus. Without this reassignment, the next time $P 41$ is executed VI would still be bound to $0 B 0164$ and the model would be caught in an infinite loop. OBOl71 cannot be assigned as the value of VI on this cycle, however, because OBOI71 is already assigned to V2, and V1 is already bound to OBO164. The strategy here is therefore the following: (I) remove the sindings of VI and N 1 by failing to mention VI and Nl with the other variables on the action side of the production; (2) hold $0 B O 171$ and its $X$-coordinate (8.0) in temporary memory until they can be assigned on the next cycle to the then free variables VI and NI, respectively. The second part of this strategy requires the use of the ORDASSIGN schema. Simply mentioning the variable bound to OBO171 in the action of the production is not appropriate here because this would mean that 060171 would already be assigned on the next cycle and could therefore still not be assigned to V1, even though VI would then be a free variable. The ORDASSIGN schema, on the other hand, allows nodes to be remembered without assigr:ing them to variables.

COUNTER has already used the ORDASSIGN schema to store the node representing the last numeron used in counting and therefore already has the following pattern (Figure 39) in memory:

$$
50
$$



Figure 35. Date structure specifying ONE as the current problem BASE.

Creating a new problem BASE requires that this existing BASE structure first be removed from memory. Before this is done, however, जUNTER needs some way of remembering the last numbexon since it will need this information when it comes time to retrieve the next numeron in CLIST. The last condition component serves this function. The pattern created by (ORDASSIGN BASE V21) is matched to the above structure in the data base with the result that V32 is now bound to ONE. Thins, even after the special function UNBASE removes the existing BASE structure, ONE is temporarily remembered as a variable binding. Once the old BASE is removed, (CORDASSIGN BASE V21 V2 N2)) creates a structure that becomes the new problem EASE (Figure 40):


Figure 40. Data structure specifying the current problem BASE.

This allows 020171 and 8.0 to be remembered for the next cycle without being held as specific variable bindings. Finally, Vl is not mentioned in the action of the production and so it becomes a free variable for the next cycie.

Cycie 17. Cycle 17 simpiy serves to assign 030178 and 8.0 as the values of V 1 and Nl , respectively. This permits COUNTER to refocus its checking procedure to determire if OBCl71 is, in fact, the object closest to the last counted object.

GCHB2 (CHeck Between) is active, causing P44 to be tested. The conjution pattern matches to the BASE structure created diring the previous cycle. Notice, however, that two of the arguments in the BASE structure have been assigned to new variables. During the last cycle, CBO171 and 8.0 were assigned to rizw variables. During the last cycle, $O B 0171$ and 8.0 were assigned to V 2 and N 2 ; the action taken during this cycle reassigns them to the variables V 1 and Nl and holds these new bindings for the next cycle. In this way, Vl is now bound with COUNTER's mcst recent candidate for the object closest to the last object counted. So together P4l and P44 allow COUNTER to scan the uncounted objects in the direction of the last object counted until it finally finds the one that is the closest.

Note--in a slightly newer jersion of ACTP rebinding variables can be accomplished within a single production with a special function called REBIND. The action of P4l could be rewritten as:
(REBIND V1 V2) (REBIND NI N2) GCHBETWEEN V10 VIl V12
V1 is zebound with the value of V2 and N1 is rebound with the value of N 2 . V 2 i is not mentioned in the action because it is to keep its current binding, which it will siace it is the current base of the problem; for this rearon (UNBASE) is omitted from the action as well. Written this way, P4l also accomplishes what use to require P 44 . P 44 is therefore no longer necessary and P4l can simply sall itself.

$$
12
$$

Cycle 18. During this cycle. the same checking procedure that was applio. to 030164 is applied to OBO171. This time there exist no uncounted objects between the current focus of the checking procedure and the last counted object. OBO171 is then identified as the next uncounted object in the array. COUNTER then prepares $t ?$ count $0 B 0171$ by activating the control node of the production relevant co retrieving the next numexon from CLIST.

GCHBETWEEN is active again but this time Vl is bounc in OBOI71 inscead of OBO164, changing the assignment of nodes to condition patterns. Now the first condition pattern matches to the stricture in the data base containing OBO171 and its X-coordinate, as shown in Figure 41.


Figure 41. Data structure specifying an X-coordinate relation between obiect 3 and 8.0.

Since the only other uncounted member of LINGROUP is OB0164: it gets assigned as the value of $V 2$ when the next part of the condition pattern is matched. Ths problem arises when the values of N 1 and N 2 are compared. N1 has the value of 8.0 and is therefore not greater than the value of N2 which is 9.5 and the condition fails to match.

$$
\because \because
$$

P42 is tested next and since there are no condi=ion patterns to be matched, the action is taken. This results in OBOI71 being linked to the property BOUND. indicating that it is the next object to be counted. GNE: is activated again and variables V10, VIl, V12, and VI .eep =heir bindings for the next cycle.

Cycle 19. COUNTER has just found ancther otsect to count and this requires retrieving another numezr " $\quad=-\quad$ CLIST. This rime, COUNTER has a last used numeron in memerv and so it can apply a simple successor function to CLIST to retrieve the next unused numeron.

GNEXTN is actlve and 245 is tested. The condition -vquires finding the following pattern (Figure 42) in the data base:


Figure 42. Pattorn for retrieving the numeron in CLIST that is next to ONE.

A match is found (see Figure 30) with the result that TWO and G0197 get assigned as the values of V22 and VX1, respectively. Thus TWO has been identified as the member of CLIST that immediately follows the last used numeron ONE. The results is that GCOUNT is activated and COUNTER prepares to count OBOI7I.

Cycle 20. Having just metrieved the next unused numezon from its ordered list of counting names, COUNTER goes ahead and sounts OBO171 (object B) as TWO.

Since GCOUNT is active. PS5 is the only production to be tested on this cycle. There are not condition patterns to be matched so the action of printing out the values of $V 1$ and V22 is taken:

## ***** (OBO171 TWO)

This represents COUNTER counting the second object in the array, OBOI71, with the numeron TWO.

The next piece of action removes the current BASE (which contains the node $O N E$ ) and reassigns it with the value of $V 22$,
 that TWO is now the last numeron it used. This information is zetrieved when it comes time to get the next comting word in CLIST.

GNEXTOS is activated and V10, VIl, and V12 keep their bindings.

Cycle 21. COUNTER is again in search of the next object to count. It first scans the perceptual grouping, IINGROUP, and identifies $0 B O 164$ (object $C$ ) $\sigma s$ possible candidate.

GNEXTOB is active and so P31: tested. This production determines if there are any more uncounted ojjects in the current LINGROUP by trying to match the pattern shown in Figure 43


Figure 43. Pattern fer reinieving an obect from LiNGROUP.

$$
T<
$$

under the additional constraint that VI cannot be Iinked to the property BOUND. (GO238 is the current member of LINGROUP.) The pattern matches and OBOI64 is assigned as the value of VI. OBO164 was the only choice possible since OBOI78 and OBO171, although also members of IINGROUP, both have the property BOUND. The only action taken is to activate control node GCHBETWEEN and keef the mentioned variables bound with their values.

CYcle 22. Before counting OBO164, COUNIER scans the array for any other uncounted objects in LINGROUP that are betweer OBO164 and the last object it counted. Since the only other objeces in IIN...ROUP (OBOL78 and OBO171) have already been counted. COUNTER identifies OBO164 as the next object to be comnted and prepares to get the next unused numeron from CLIST.

GCHBETWEEN is active. $P 41$ is tested and the first condition pattern is matched, assigning XCO143 as the value of VXI and 9.5 as the value of N1. The nert part of t:: condition tests for the pattern (shown in Figure 44) where the node chosen as the value of $V 2$ cannot be linked to the property


Figure 14. Partern tor retrieving an obiect $n$ LINGROUP :ogether with its $X$-coordinate.

BOUND. Since the only two candidates for V2 (i.e., OBO178 and OBO171) also have the property of being BOUND. the condition fails and $P 42$ is tested. This production has no pattern specifications to be matched and so its action is taken: OBOl64 is assigned the property BOUND; GNEXTN is activated for the next cycle; and the mentinned variables keep their current bindings.

Cy=ie 23. Again COUNTER applies a simpie successor function to CLISI to retrieve the next unused numeron.

The active control node GNEXTN causes P45 to be tested cn this cycle. The first part of the condition pattern causes COUNTER to racall its current problem BASE (which is TWO in this case) and binds it as the value of V1. The second part of the condition partern tests for the node that comes after $V 1$ in CLIST, shown in Figure 45. The pattern matches and THREE is assigned as the value of $V 22$. The acticn of this production activates control node GCOUNT and holds the bindings of the mentioned variables.


F:gure 45 . Pattern for remieving a nex: numeron from CLiSti.

Cycle 24. On this cycle, COUNTER counts OBOl64 (object $C$ ) as THREE.

GCOUN: is active and 255 gets tested. Since there is no condition pattern, the action of printing out the current values of V 1 and V 22 is taken:

大**** (OBO164 THREE)
The rest of the action re-xoves the current BASE and links it to the value of V22. GNEXTOB is then activated and V10. V11, and V12 keep their bindings for the next cycle.

Cycle 25. This time when COUNTER tries to find another object to count, it discovers that there are no more uncounted objects in IINGROUP. It therefore prepares to execute a production that extends the perceptual group to include new objects.

Since GNEXTOB is active, P31 is tested. V10 is currently bound to GO238 which is the symbol for IINGROUP, the perceptual subset formed during the initial scanning of the array. V1 is a free variable and the condition of this production requires that it be matched to a node in the data base that has an ispart link to 60238 but at the same time lacks a hasprop link to BOUND. The only members of LINGROUP are 0B0178. OBO171, and OBG164; since all these nodes have the property BOUND, the condition Eails to match.

P32 also has GNEXTOB as a control node and it is tested next. There are no condition patterns to be matched so the action of this production is taken, causing GEXTEND to be active on the next cycle.

Cycle 26. On this cycle COUNTER extends the perceptual grouping it just finished counting to include other objects in the array that have not yet been counted. In the current version of the model, this is a simple procedure that extends the group a single object at a time, proceeding along the same line as the scanning path of the current perceptual group. Extending the group, then, requires first retriering
the relevant perceptual information and so the first pattern that must be matched to the data base is shown in Figure 46 (see P33):


Figure 46. Pattern for retrieving visual information about tee objects.

It matches to the data structure shown in Figure 7, binding G0145 to VX 1 and 0.16666665 , the slope of the scanning path. to Nil.

Next COUNTER checks to see if there are any objects in the array that are not yet part of IINGROUP. It tries to match the pattern (Figure 47) with the restriction that the node assigned as the value of Vl cannot be linked through impart to G0238 (the node symbolizing LINGROUP). In this case, 030164 is the only node that qualifies and so it is bound to VI , its X -coordinate is bound to NI , and the relatonal node $X C$ is assigned to VX2.


Figare 47. Pattem ion rutritving m obiect and correrponding $x$-cox a are.

Now COUNTER determines the slope defined by this new object and one of the counted objects by matching the pattern shown in Figure 48:


Figure 48. Pattern for retrieving the slope defined by object $O$ and an adjacent object.

$$
\pi i
$$

The match is successfyl and $0 B O 164$ is bound as the value of V2. and 0.0 and $Y X C L O 170$ are found as the values of $N 2$ and VX3, respectively.

The next coneition requirement is that the values of N 1 and $N 2$ must be appruximately equal (i.e., the new object must form an afproximately linear array with the other objects). This requirement is also satisfied, making the entire condithon of this production true and so the action is taken.

Now COUNTER must check if the $e$ are any other objects closer than OBOl64 to the most recently counted object. So GCHCLOSER is a=tivated and the mentioned variables are kept bound with their values.

Cycle 27. COUNTER must make sure that the new object is the ojject closest to the already counted group (i.e.. closest to LINGROUP). OBO161 (object $D$ ) is the only remaining objec. and therefore has to be the closest. COUNTER idenrifies this object as the next object to count.

GCHCLOSED is active so $P 30$ is sested first on this cycle and =ries to match the pattem constrained so that v3 cannot L. a part of IINGROUP (Figure 49):


Figure 49. Partern for ratieving two n xdes iriked inrough an XCOR relaz'on.

The only possible candidate for $v 3$ is $0 B 0161$ but since it is still assigned as the value of Vl from the last cycle, the condition Eails to match (i.e. there are no orher uncounted cbjects closer to the aiready counted group then oB0161).

P40 is tested next. There are no condition patterns to be matched so the action is taken. The action adds the following structure (Figure 50) to the data base making oB0161 part of LINGROUP and assigning it the property BOUND.


Figure 5i7. Dava structure igenifying $D$ as a part of LINGROLP.
Cucle 28. Once again COUNTER =etrieves the next numeron from CLIST. GNEXTN is active. $P 45$ is tested and the following condition pattern (Figure SI) is successfully matched and FOUR is bound as the value of V22.

=gure 51. Pitien tor reverimg the next rumeron frem CLIST.

Cycle 29. At this point. CCUNTER "sees" an object it wants to count and has a coun=ing name ready to use. The active control node GCOUNI causes P55 to be tested on this cycle. Since there are no condition patterns to match. the action of this production is taken with the result that the object gets counted:
*木大 (OBO161 FOUR)
Cycle 30. Having just counted an obsect. COUNTER attempts to find another object to count. GNEXTOB is active, causing P31 to be tested. However, since there are no more objects in LINGROUP which do not also have the property BOUND. the condition pattern fails to match.

P32 is tested next. Tiere are no condition patterns to match so the action is taken to activate GEXTEND and keep the mentioned variables bound with their values.

Cycle 31. The controi node GEXTEND is active and once again COUNTER attempts to extend LINGROUP to inclide any objects in the array that have not yet been counted. P33 is tested and the first conditıon pattern is successfully matched to the data base (this is intended to represent COUNTER recalling the relevant perceptual information about the array, including the direction of counting, slope of the array, and so on). However, since there exist no more objects in the array that have not already been made part of IINGROUP, the next three condition patterns fail to find a match for VI.

P34 is tested next on this cycle. There sre no condition parterns to be matched and so the action of activating the control node RECALL is taken. However. the only variable to keep its binding for the next cycle is vlo (its binding is G0238, the symbol node for LINGROUP). This is because now that COUNTER has already counted all the objects, it need no longer remember the information it used to determine the direction and slope of the counting path.

Cycle 32. COUNTER has not more objects to count so it checks to see if there is anything else it wanted to do: that is, are there any curzent goals on the goal stack. In ACTP goal retrieve. is accomplished with the GOALX schema which generates a pattern identica to the pattern generated by the SETGOAL schema. ACTP then tries to match this pattern against the pattern at che top of the current goal stack. A successful match indicates a current goal has been identified.

In the example, COUNTER has a single goal pattern, shown in Figure 17 (page 34). This represents the goal of assigning the cardinality of the set of counted objects. Retrieving this goal. then, requises generating the identical pattern with the GOALX schema.

RECALL is active on this cycle and so the model first tries to match the pattern specified in the condition of p35 to the pattern at the top of the goal stack. This particular pattern is only relevant to the constrained counting task and fails to match COUNTER's current goal. P36 is tested next and this time the pattern matches. This represents COUNTER recalling that it is to find the cardinality of the set and causes tine control node GCARDINAL tr be activated.
ycle 33. On this cycle, COUNTER satisfies its current goal by assigning FOUR, the last numeron it used, as the cardinality of the set of oijects it just counted.

The active control node, GCARDINAi, causes P38 to be tested on this zycle. The condition pattern of this production requires that COUNTER first remember the last numeron it used before it can assign it as the cardinality of the set of objects represented by 60238 (currently bound as the value of V10). The pattern matches and FOUR is assigner? as the value of 21 (Figure 52):


Figure 52. Data structure represented current problem 3ASE.

The action creates a structure that links FOUR t: G0238 through a relation node that iss a token oI SIZE (Figure 53)


Figure 53. Data structure identifying Fun's as the cardinality of the group of counter objects.
and print. $\because$, blue of Vட̈, followed by an exclamation pair... identify :io is numeron as the cardinality of the set: ***** (FOUR:)

Since the cardinality goal is now satisfied, the action (POPSTACK) removes the corresponding structure from COUNTER's goal stack.

Cycle 34. On this cycle. COUNTER checks again to see if there is anything else it intended to do. RECALL is active, but since there are no more goals left in the stack, the condiction patterns of both 235 and P36 fail to match. The action of P38 indicates that COUNTER has completed its counting pro. cedure:
( (FINISH) )
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## APPENDIX A

Formal Description of ACTP

A model in ACTP has the following components:

1. a et of constants,
2. a set of variables
3. a set of relations,
4. a set of concept schemata,
5. a set of numerical relations.
6. a network of categorical and other bar found knowledge, including a set of input $t$.
7. a network of information constituting tine initial task situation, and
8. a set of productions.

Constants are defined in STARTUP. hey include symbols to be used as control nodes, such as GNE: OB and GNEXIN, as well as symbols that will be included in the data structure and referred to in productions, such as NJMERON, ZERO, ONE, and so on.
'variables are also defined in STARTUP. for example, VI. V2, and so on.

Relations are listed in STARTUP in order to define pairs of inverse relations, for example, (LABL CNPT) and (ISA MEMB).

A concept schema is a name, a set of arguments, and a list of relations between pairs of the arguments. In a network where there are nodes and relational links. a subnetwork matches a schema if the nodes in the subnetwork correspond to the arguments of the schema, so that all the relations in the schema correspond to links between pairs of nodes that are determined by the argument-node correspondence.

Numerical relations are the standard binary relations, ch as greater than, equal, and so on.

Background knowledge includes categories defined in SIARTUP, consisting of lisa relate ins between category membets and category names. One of the categories is TITLE. and the members of this category can be used in providing input information during operation of the model. Names of categories and members of categories are automatically defined as constants by ACTP. Information other than categories can also be included, 2 background i.iformation. An example is the set of successor relations involving NEXT that are provided among the numerons that are in the initial CLIST for COUNTER.

The network representing the initial task situation contans nodes that represent objects that are present in the situation as well as relations among the objects. The situlacion presented to CUUN:ER has objects that are to be counted and spatial relations among the objects. Formally. the network for che situation and the network of background knowledge are indistinguishable in ACTP, but the two networks typically have information that differs significantly in the psychological interpretation of the model.

Productions have been described inform by in considerable detail in this report. A grammar specifying the syntax of Acip productions is given in Table A-1. The first rule says that a production has a condition and an action, with the condiction first. The second mule says that a condition can have one or more control nodes and one or more pattern specificaLions. In practice, there is always a single control node and either one pattern specification or no pattern specificaLion. The third rule says that the control node is a constant. "Constant" is not a terminal. but the terminals that are written for constants are defined for specific models. Figure $\dot{H}-1$ shows a fragment of che derivation tree for the production that was discussed initially, show r in Figure 12 (page 28). First. Rule 1 rewrites production as condition and action. Rule 2 is used to rewrite condition as a single contr, node

Table A. 1
Grammar for ACTP Production

1. Production $\rightarrow$ condition + acion
2. Condition $\rightarrow(\text { control node })^{*}$. (pattern specification)*
3. Control node $\rightarrow$ constant
4. Paltern specification $\rightarrow($ concept schema)* . (numericat constraint)*
5. Concept schems - schema nume + (argument)
6. Argument $\rightarrow$ constant
7. Argument $\rightarrow$ variable
8. Numerical constrant $\rightarrow$ NCOMP $\cdot n u m e r i c a l$ relation $+n$-argument $+n$-argument

3 N -argument $\rightarrow$ varrable
10. N.argument $\rightarrow$ number
11. Ac: on - (speciat function) . (Datiern specification)* (varronim * , (constant $)^{*}$
12. Soucial function - PAINT * (argumen: ${ }^{*}$

13 Special tunction - POPSTACK
$\because$ Special function - UNBASE

15 Specrai function - FiNiSH
16. Specia function - REBIND + variable + argument

Note. $x+y$ means order is mandatory. $x$. means order is optional; iower case means nonterminal: lialicized means terminal nodes defined for specific models: upper case means terminal: $(x)$ means $x$ is optional: $x^{*}$ means $x$ can br repcated.


Figure A-7. Fragment of derivation tree for production $=48$.
and a single fattern specification. Rule 3 is used to rewife control node as constant. Constant is rewritten as GNUMCHK, one of the constants defined in the COUNTER model.

The fourth rule in Table A-1 says thar a pattern specifical can have one or more concept schenata and one or more nui. ical constraints. The fifth rule says that a concept sciema has a schema name at the beginning followed by one or more arguments. While the number of arguments is syntactically optional. most concept schemata have the number of arguments fixed, and the production must have the required numer of arguments.

In Figure $A-1$ the pattern specification is rewritten according to Rule 4 as a single concept schema. The concept schema is rewritten as schema name plus four argments (two are shown) using Rule 5 . The schema name is ASYMREL. The first argument is a constant, ON VE. The second argment is a variable. VXI:.

Rules 8,9 , and 10 secify the syntax of numerical constraints. They must begin with the symbol. IOMP, then have the name of a relation (for example, *GREAT), then have two arguments. These arguments can be either variables or literal numbers. Variabies vould be assumed to have numerical values.

Rule 11 specifies the s?mtax of actions, which can have one or more special functions, ore or more pattern specificarions, variables, and constants. The production in Figure 12 (page 28) has three special functions, a pateern specification, a constant, and three variables. A fragment of the derivation is shown in Figure $A-1$ where Rule il is used to rewrite the action.

Rules 12 to 15 specify the special functions that are available in ACTP at present. REBIND was not available when COUNTER was programmed. It is used to bind the variable listed finst either to the constant or the value of the variable that is isted second.

Figure A-2 presents a formal description of the ACTP pro. gram in brief form. The program has thres states: input. match condition, and execute action. When the system starts. there is a data structure and a list of productions. The system initialiy goes to its input state. If an input is received, the system responds by activating nodes and forming network structure that is added to the dara. The systzm then goes to State 2, with the first production available to be tested.

In State 2, the condition of a production is tested. If a match is not found, the next production is made available and the system remains in State 2. If a match is found, the free varfables that were matched are bounc to the nodes that were found in the match. and the system goes to State 3 .

Stace 3 executes the action of the production that was matchfa. If tre action includes the spectal function FINISH, the system will halt. The components of the action ary executed: special functions are performed, new network structure is added to the data, variables that are mentioned are retained with their ralues for the next cycle, and constants that are sentioned are made active nodes for the nex: cycle.

We now present a more detailed formal description of ACIP's operation. The data structure is a graph, with a set of nodes:

$$
x=\left\{x_{1} \cdot \cdot \cdot \cdots x_{\mathbf{N}}\right\}
$$

Links in the graph are distinguished; there is a set of relations:

$$
R=\left\{r_{1}, \cdots \cdots r_{M}\right\}
$$

In the usimal way, each $r_{i}$ defines a set of ordered pairs on the graph. Each rember of the set is a pair that is linked by relation $r_{i}$; i.e.,

$$
\mathbb{R}_{i}=i\left(x_{j}, x_{k}\right): r_{i}\left(x_{j}, x_{k}\right):
$$



Figure A-2. Formal description of the ACTP program.

A subset of the nodes in the graph are designated as constants; that is. they have a property that permits them to be referred to directly in productions.

$$
C=\{x: \quad x \in X, c(x)\}
$$

Another property is applied to a changing set of nodes during operation of model. This is membership in the set of active nodes.

$$
A=\{x: \quad x \in X, a(x)\}
$$

Finally, nodes are the values of variables. Each variable defined in the model defines a set $V_{i}$ consisting of the alement to mich the variable is bound. If the variable is not bound. $V_{i}$ is emp ry.

$$
v_{i}-\left\{x: \quad x \in x \cdot v_{i}(x)\right\}
$$

Now, consider Figure A-2. . che start, the initial data structure is a graph of the form specified above. Intially A is empty. The input can cause elements to be placed in $A$ and can cause additional relations to be applied in the graph. It is possible for new nodes to be added, although this is i epically not done from input.

In State 2, ACTP attempts to match the condition of a production. The condition is a formula whose terms are constan., bound variables, and free variables of the form:

$$
\left(3 x_{i}\right) \cdot \cdot\left(3 x_{q}\right)\left(F\left(b_{1} \cdot \cdot \cdot b_{p} x_{1} \cdot \cdot \cdot x_{q}\right)\right)
$$

where each $b_{i}$ is either a constant or a bound variable. and each $x_{f}$ is free variable. F is a conjunction of terms. each of which is one of the following:

$$
a\left(b_{i}\right), r_{i}\left(b_{j}, b_{k}\right), r_{i}\left(b_{j}, x_{k}\right), r_{i}\left(x_{j}, x_{k}\right)
$$

For the condition to be matched, the formula must be true in the data structure. ACTP attempts to verify $F$ by testing the assertions about constants and bound variables and then searching for a set of elements that satisfy the constraints on the free variables. If the search succeeds. then tho elements found to correspond to the free variables become the values of chose variables as the system moves tc State 3 .

Ordinarily the pattern mast be matched with distinct values for all the different free variables, and no free variable can be matched to the value of any bound variable or constan: in the patcern, although this restriction does not apply to variables chat have numbers as valuts. To state chis additional constraint Eofmallv Int

$$
=-\left\{x_{1}, \cdots x_{q}\right\}, B=\left\{b_{1}, \ldots \ldots b_{p}\right\}
$$

that is. B is the set of values of the bound variables, and $W$ is the set of values of free variables that satisfies the pattern match. Ler $N\left(x_{i}\right)$ mean that $x_{i}$ is a number. For a pattern to meich, the formula $F$ must be crue with the following constraines:

$$
\begin{aligned}
& \forall x_{i}, x_{j}\left(x_{i}, x_{j} \in W \rightarrow x_{i}=x_{j} \rightarrow N\left(x_{i}\right), N\left(x_{j}\right)\right): \\
& \nabla x_{i}, b_{j}\left(x_{i} \subset W, b_{j}=B \rightarrow x_{i}=b_{j} \rightarrow N\left(x_{i}\right)\right)
\end{aligned}
$$

There is a facility in ACTP for relaxing the constraint of discinct values. This facility was not used in COUNTER and is not described in the body of this report. In writing ACTP pattern specifications, one can specify subp=tterns of variables and constants. This is done by placing the ferms in parentheses. along with subpattern tags, which may be any distinctive symbols. For example, the condition of Production P6 in Appendix $B$ is (: $O B J C A T$ V1 OBJECT) (OBJECI V2 OBJECT)). Since V1 and V2 are different variable narres. they must be matched to different nodes in the data structure. To relax that restriction. the pattern specification would be stated as ( (OBJCAT (VI.A) OBJECT) (OBJCAT (V2.B) OBJECT)). This spec:ifies two subpatterns, tagged $A$ and $B$.

When subpatterns are designated, the values of variables in different subpatterns are allowed to overlap. In the example mentioned above, V1 and V2 could be matched to the same value since they are in differenr subparterns. Variables that are not in subpatterns can be called global variables. All the global variables must have distinct values, and all

Variables in subpatterns must be distinct from all the global variables. Further, all the different variables in each subpattern must be distinct. (Again the restrictions to distinct values do not apply if the values are numbers.)

In the execution state, special functions are performed, some of which alter the data structure by removing links. New network structure is added, including addition of new nodes in the graph. If a variable $v_{i}$ is mentioned, its value is put into $V_{i}$ for the next cycle, and if a constant $b_{j}$ is mentimed, it is a member of $A$ for the next sycle.

## APPENDIX B

## A List of COUNTFR's Productions

```
PROLIST
```

2. $\because$ \& $\angle A D D T A C$
( (ASYMREL NEXT UX1 Y21 U22)
(ABSENCE OEJFROP V22 FOLLOWED)
(OBJCAT Y23 NUMERON)
(ABSENLE OBUPROP U23 FOLLOWED)))
( (PARTOBJ VŻ3 CLIST) (ASYMREL HEXT UXZ U22 U23) (ABJPROP UVZ FJLLQWED)))
3. ((MAKE (ORDASSIGN BASE U1 VII)))
( (OBJPRJP U1 SPECIAL)
(JBJPROF U21 SPELIAL)
(SETGQAL GOAL UXIZ XRESTFICTIGM MAKE UI UZI) (ASYMREL ONEONE UXII UI UZ1)?
(PREGPLAN)
GSEE)
4. ((MAKE2 ((ORDASSIGN PASE 1:1 VZ1)))
( (OBJPROP U1 SFECEPB)
(OBJPROP VZ1 SFECIAL)
(SETGOAL GOAL UXI2 XRESTRICTION MAKE VI UZI)) (PREGPLAN)
GSEE) (GOM) (SETGOAL GDAL UXI XFIND STZE ?GROUP PNUM)) ESEE)
5. ((HOWMANY) ((SETGOAL GOAL UXI XFIND STZE ?GROUF PNUM)) ESEE)
6. © CGSEE
(〔OBJCAT UI OBJECT) (OBJCAT VZ OBJECT)
(OBJCAT US OBJECT)
(ASYMREL YXSLOFE U:I U1 U2 N1)
(ASYMREL YXSLOPE UXZ UZ U3 NZ)
(NCOMP APXEQ N1 NZ)))
( (OBJCAT UIO LINGR IUF)
(PARTOBJ V1 V10)
(PARTOBJ U2 U1O)
(PARTOBJ U3 VIO))
GDIMEH
U10
N1)
7. ( (GSEE (ORJCAT UI OBJECT) (OBJCAT UZ OBJECT)))
((OBJCAT UIO FAIR) (PARTOEJ U1 FAIR) (PARTDGJ UZ FAIF))
GCFAIR
U10
」1
U2)
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```
8. i(GIIIMEN ((NCOMF APXEQ N1 1.O)))
    (GASYMREL SCAN UXI U1O YCOR))
    GALIGN
    U10)
9. ((GIIMEN ((NCOMF AF`XEQ N: 3.0)))
    ((ASYMREL SCAN UXI UIO YCOR))
    GALIGN
    U1O)
10. ((GDIMEN) ((ASYMREL SCAN UX1 U1O KEIJF)) GALIGN U10)
11. ©GGALIGN
        (CASYMREL SCAN UX1 U1O U11)
        -(PARTOBJ UI UIO)
            (ASYMREL UII UX2 U1 N1)
            (PARTOBJ UZ VIO)
            (ASYMREL U11 UX3 US N2)
            (PARTDBJ US UIO)
            (ASYMREL U11 UX4 U3 N3)
            (NCOMP *LESS N1 N2)
            (NCOMP *LESS N2 N3)):
    GChBOUND
    U10
    VII.
    U1
    U
    U
    N1
    N3)
12. (CGCHBOUND
                ((OBJCAT U4 OBJECT) (ASYMREL UII UX1 U4 N4) (NCOMP *LESS N4 N1)))
    GCHBOUND2
    U1O
    V11
    U1
    U2
    U3
    N1
    N3)
13. (CGCHBOUND
        ((ASYMREL SCAN UX1 U10 U11) (ASYMREL YXSLOFE UX2 UI UZ N10;))
        ((ASYMREL SCAN UX1 UIO VII .*GREAT N1O) (OBJFROF U1 ROUND))
        gDIRECT
        U10
        U1I)
14. (EGCHBOUND2
            ((OBJGAT UA OBJECT) (ASYMREL U11 UX1 U4 N4) (NCOMP *\NEEAT N4 NJ)))
            ((ORDASSIGN BASE U4 U1 UZ NA))
        GFINDBOUND)
15. (CGCHBOUND2
            ((ASYMREL SCAN UX1 UIO U11) (ASYMREL YXSLOPE UXZ U3 UZ N10)))
            ((ASYMREL SCAN UX1 U10 U11 *LESS N1O) (OBJFROP UZ EOUND))
            gDIRECT
            U10
            J11)
```
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16．＜CGFIADBOUND
（（ORDASSIGN BASE U1 U2 V3 N1） （OBJCAT U4 OBJECT） （ASYMREL U11 UX1 U4 N4） （NCOMP WLESS NA MI））
（UNBASE）
（（ORDASSIGN BASE YA UI UZ N4））
GFINDBOUND
U11）
17．（ GGFINDBOUNL
（（ASSIGN EASE VI UI UJ）（ASYMREL YXSLOFE UXI UL UJ NIO）），
（ © QEJCAT ViO LINGFOUF）
（FARTOEJ UI UIO）
（PARTOEJ V2 V10）
（FART日EJ U3 リ10）
（OEJPFOF U1 EDUNL） GASYMREL SCAN UXI U1O U11＊GFEET N10＇：
GDIFEECT
U10
U11？

19．（CGCDMPACT （（PARTOEJ U1 U1O）（ASYMREL UII UXI U1 N1）．
（GEJFROP UI EQLJND）
（FARTDEJ U2 U1O） （ASYMREL UII UXI U2 N2） （PARTOB」 UJ U1O） （ASYITREL UII UXZ UJ NJ） （NCOMP U12 N3 N2）））
GCDMPACTI
U1
U2
U3
N1
N2
N3
U11
V12）
20．（（GCOMPACTZ
（（OBJCAT Y4 OBJECT） （ASYMREL U11 UX1 U4 N4） （NCOMP U12 NZ N4） （ASYMREL YXSLQPE UXZ U1 U2 N1O）））
（（OBJCAT UIO LINGRCUP）
（PARTUBJ U1 U1O）
（PARTOBJ U4 VIO）
（PARTOBJ UZ VIO）
（ASYMREL SCAN UK3 UIO U11 U12 N1O））
GCOMPACT
vio
U11）
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21. 'S ©GCOMPACT2
( (OB.JCAT U4 DBJECT) (ASYMREL UII UXI U4 N4) (NCDMP U12 N3 N4) (ASYMREL YXSLOPE UX2 U1 U4 NIO)),
(<DEJCAT USO LINGROUP)
(PARTORJ UI VIO)
(PARTORJ VZ U1C)
(PARTOBJ U4 V10)
(ASYMREL SCAN UX3 U10 U11 U12 N10))
GCDinPACT
V10.
V11)
22. (<GCOMPACT2 ( (OBJCAT U1O LINGROUP) (ASYMREL SCAN UX3 U10 V11 U12))) ((OQJPROP U1 BOUND))
(UNBASE)
. (* . GNEXTH)
V10
U12
$V_{12}$
U1)

23. ( (GOBJCHK) GNEXTOB UIO U11 UII)
24. (GOB』CHKZ ( (ABSENCE DEJPROF U1 SPECIAL))) GNEXTN UIO U11 $\because: 2$ U1)
25. ( (GOBJCHK2) GETSPECIALNUMBEF U10 $U_{11} U_{12} U_{1}$,
26. ((GOBJCHK3 ((ABSENCE ORJFROF UI SPECIAL))? GNEXTN UIS JII U:2 U1)
27. ( (GDEJCHK3 ((ASYMREL ONEONE UXI U1 U22)))
(PRINT UI VZ2)
(PDPSTACK)

- GNEXTOE

410
リ1
V12,
29. ( COETSFECIALAUMBER

- ('qRDASSIGN BASE UZ1)
(PARTOBJ U22 CEIST)
(ASYMREL NEXT UX1 U21 U2?)
(ABSENCE OBJPROP UZ2 SFECIAL): )
(PRINT U22)
(UNBASE)
( (ORDASSIGN BASE U22))
GETSPECIALNUMBER
U1
UiO
U11
U12)

30．《（GETSPECIALNUMBER
（（ORDASSIGN BASE U21）
（PARTOAJ U2Z CLIST）
（ASYMREL NEXT UXI UZ1 U22）））
（POPSTACK）
gCOUNT
U1
U22
U10
U11
U12）
31．（（GHEXTGB（（PARTOBJ U1 VIO）（ABSENCE OBJFROF U1 EOUND）））
GCHBETWEEN
U1
U10
U11
（12）
32．（（GNEXTOR）GEXTEND VIO VII VI2）
33．（ $G E X T E N D$
（（ASYITREL SCAN UXI VIO UII U12 N1O） （GBJCAT U1 QEJECT） （ABSENCE PARTOB」 U1 U10） （ASYMREL U11 UX2 U1 N1） （OBLPROP UZ BOUND） （ASYMREL YXSLOFE UXJ UZ UI NZ） （NCOMF APXEG N1O N2）））
gChCloser
V10
U11
U12
N10
U1
$\stackrel{+1}{ }$
U2）
34．（GEXTEND）RECALL U1O）
35．（（RECALL（（GOALX GQAL UX12 XRESTRICTION MAK゙E U1 リコ1））） （PRINT U1 UこI）
（UNEASE）
（（DRDASSIGN BASE Uこ1））
（FOFSTACK）
FECALL
UIO）
36．（（FECALL（（GOALY GOAL UXI XFINI SIZE PGFOUF PNUM））GCAFIIIMAL U
37．（（RECALL）（FINISH））
33．（（GCARDINAL（（ORDASSIGN EASE UZ1））） （（ASYMREL SIZE UXI VIO Uこ1））
（FRINT UZ1！）
（FOPSTACK）
FECALL

```
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39. © (GCHCLOSER
(SOBJCAT US OBJECT)
(ABSENCE PARTOBJ U3 UIO)
(ASYMREL UII UX1 U3 N3)
(NCOMP U12 N1 N3)
(ASYMREL YXSLDPE UXZ UZ US NZ)
(NCOMP APXEQ N1O N2)
(ORDASSIGN BASE UZ1))
( UNBASE)
( (ORDASSIGN BASE U21 U3 N3))
GCHC2
V10
V11
U12
N10
U2)
40. ((GCHCLOSER) ((PARTOBJ UL U1O))
((OBJPROP UI BOUND))
(* • GNEXTN)
U10
U11
U12
V1)
41. C ©GCHBETWEEN
(©ASYMREL U11 UX1 U1 N1) (PARTOBJ U2 VIO)
(ABSENCE OBJFROP UZ BOUND)
(ASYMREL U11 UX2 UZ N2)
( HCOMP U12 N1 N2)
(DRDASSIGN BASE U21)))
(UNBASE)
( (ORDASSIGN BASE U21 U2 N2))
GCHB2

- U10

U11
U12)
42. (SGCHAETWEEN) ( (OBJPROP U1 BOUND) ) (* . GNEXTN) U10 U11 U12 U1)
43. (GCHC2 ((ORDASSIGN BASE U21 U1 N1)))

GCHCLOSER
U10
U11
012
N10
U1
N1
U2)
44. (《GCHB2 (《ORDASSIGN BASE U21 U1 N1)) GCHBETWEEN U1 N1 U10 U11 U12)

$$
103
$$
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45．（ ©GNEXTN
（ ©ORDASSIGN BASE UZ1） （FARTOBJ U22 CLIST） （ASYMREL NEXT UX1 V21 U2ミ）））
（＊• GCOUNT）
U1
U22
U10
U11
U1ご
46．（（GNEXTN（（PARTOBJ Uユコ CLIST）（OEJFFIOF UI2 FIFGT）））
（＊．GCOUNT）
U1
vミ2
リ10
U11
リに，
47．（〈GNUMCHK（（ABSENCE OEJPROP U22 SPECIAL）））
GEDUNT
UI
V22
U10
U11
U12）
48．（（GNUMCHK（（ASYMREL ONEONE UXII UZ U2Z）））
（FRINT UZ U2Z）
（POPSTACK）
（UNBASE）
（（ORDASSIGN BASE U22））
GNEXTN
U1
U10
U11
U12）
49．（（GNUMCHK2（（ABSENCE OBJPROP U22 SFECIAL）））
gCOUNT
U1
U22
U10
U11
50．（U12）（GNUMCHKZ）GETSPECIALOBJECT UI U22 U10 U11 U12）
51．（（GNUMCHK3（（ABSENCE OBJFROP UZZ SFECIAL）））
gCOUNT
U1
Uこ2
U10
U11
U12）．
52．（（GNUMCHK3）（UNBASE）（（ORDASSIGN EASE VI2））GNEXTN UI U1O U11 U1

$$
10 』
$$
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53. ((GETSPECIALQBJECT ((ABSENCE OBJPROF U1 SFECIAL))) (PRINT UI SKIPPED)
GNEXTOB
V10
U11
U12)
54. ((GETSPECIALOBJECT) (FOPSTACK) GCOUNT U1 U22 U10 V11 V12)
55. ( (GCOMNT) (PRINT YI U22)
(JNBASE)
((DRDASSIGN BASE V22))
GNEXTOB
V10
U1 1 U12) )

# APPENDIX C <br> Output from the Series of Cycles Involved in . COUNTER Coming a Group of Four Objects 

```
*(STARTUP)
NIL
#(GENSET OBJECTS)
SHOR:= STRUCTURE? *YES
```

```
(0BO161 D 10.0 0.0)
```

(0BO161 D 10.0 0.0)
(0BO164 C 9.5 0.0)
(0BO164 C 9.5 0.0)
(YXSL0169 0B0161 2.0)
(YXSL0169 0B0161 2.0)
(YXSL0170 0BO161 0.0)
(YXSL0170 0BO161 0.0)
(0B0171 8 8.0 0.20000000)
(0B0171 8 8.0 0.20000000)
(YXSL0176 0B0164 1.8823529)
(YXSL0176 0B0164 1.8823529)
CYXSL0177 0B0164 3.8823529:
CYXSL0177 0B0164 3.8823529:
C0BO178 A 7.0 0.0:
C0BO178 A 7.0 0.0:
(YXSL0183 0B0171 2.1666666)
(YXSL0183 0B0171 2.1666666)
(YXSL0184 0B0171 0.16666665)
(YXSL0184 0B0171 0.16666665)
NIL
NIL
*(TRACE FREGPLAN PREGCHK)
*(TRACE FREGPLAN PREGCHK)
(PREGCHK PREQPLEN)
(PREGCHK PREQPLEN)
*(CYCLE)
*(CYCLE)
THINK-ALGUD? *YES
O
>>> *(LISP PROGN (SETQ DEBUG NIL) NIL)
MIL
NIL
1
\.>> *(ADDTAG)
(ADDTAC)
NIL
2 (CPARTOBJ U23 CLIST) (ASYMREL NEXT UX2 U22 U23) (OBJPROP U22 FOLLQWE
D) (STOZOO (FOUR CLIST NEXT GO199 THREE FOLLOWED))
>>> (ADDTAB)
(ADDTAG). -
MIL
3
(6(PARTOB\ U23 CLIST) (ASYMREL NEXT UX2 U22 V23) (OBJPROP UZ2 FOLLOHE
(STÓ211 (FIUE CLIST NEXT GO210 FOUR FOLEOUED),
>>> *(ALDTAG)

```
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(ADDTAG)
NIL
4
(((PARTOBJ UZ3 CLIST) (ASYMREL NEXT UX2 U22 UZ3) (OBJPROP UZZ FOLLOWE
D)))
(STO2ユ2 (SIX CLIST NEXT GOZこI FIVE FULLDWED))
>>> (HOWMANY)
(HDUMANY)
NIL
5
(((SETGOAL GOAL UXI XFIND SIZE PGROUP ?NUM)) GSEE)
(STK GOAL (GO187) (HALT))
(STO22S (GOAL GO224 XFIND SIŻE PGROUP ?NUM))
>>> tNLL
\{BEE\
MIL
6
(C(ORJCAT U1O LINGROUP) (PARTOBJ U1 UIO) (PARTOEJ U2 UIO) (PARTOBJ US
UIO)S GDIMEN UIO NIS
(ST0239 (GO230 LINGROUP DBO178 0BO171 0BO164))
S>> ikNIL
(BDIMEN GO23G 0.16666665)
(0.16664645 N1 c0238 v10)
7
((CASYMREL SCAN UXI V% ? XCOR)) GALIGN U1O)
(STO246 (SCAN G0245 f0230 XCOR))
>> GNIL
(GALIGN GO238)
<G0238 v10)
8
<GCHBOUND v1O V11 U1 U2 US N1 N3)
>>> \$NIL
(GCHBOUNA GO238 KCOR OBO178 OBO171 0BO164 7.0 9.3)
(EO2JE U10 XCOP U11 0B0178 v1 7.0.N1 0EO171 U2 0BO164 U3 9.5 N3)
4
(C(ASYMREL SCAN UX1 U1O U11 mEREAT NIO) (DBJPROP U1 BOUND)) GDIRECT U
10 U11)
(STO275 (SCAN EO245 G0238 XCOR *GREAT 0. 16666665 0B0178 BOUND))

```

```

(GDIRECT GO23B XCOR)
(XCOR UII GO23E U1O)
10
(BCOAPACT U1O V11 V1Z)
>>> *NIL

```

Appendix \(C\)（Cont＇d）
（GCLMPACT GOZ3E YCOR＊GREAT）
（ 10238 V10 XCOR V11＊GREAT U12）
11
（GCOMPACT2 U1 U2 U3 N1 N2 N3 V11 U12）
ング＊NIL
（GCOMPACTZ OBO17E HFO171 0BO144 7．0 6．0 9．S XCOR＊GREAT）

N3）
12
（（（QBJPROP U1 BOUNDS）（UNBASE）（＊GNEXTN）U1O U11 V12 U1）
（STOJO6（08O17E BOUND））
》ン＊NIL
（GNEXTN GO238 XCCFK FRREAT OBO178）
（OEOI78 UI XCOR UIH HGREAT U12 GO238 U1O）
13
（（＊GCOUNT）U1 v² 由10 VII U12）
\(\therefore \geqslant \mathrm{ENIL}\)
（GCOUNT OEO179 DNE GO23日 XCOR＊GREAT）
（GO238 V1O＊GREAT UI2 XCOR UII OEO178 U1 ONE US2）
14
（（FRINT U1 U2コ）（UNAASE）（（DRDASSIGN BASE Uユコ））GNEXTQB V10 U11 U12）
＊＊＊＊＊（0E0173 ONE）
（STO31S（BASE DNE））
\(\ggg+N I_{2}\)
（GNEXṪロB GO238 XCER＊GREAT）
（XCOR U11＊GREAT U12 GO238 V10）
15
（GCHEET\＆EEN U1 V1O UL1 U12）
ンアン \(\ddagger\) NIL
（GCHBETWEEN OBO 164 GO238 XCDR＊GREAT）
（GO23B U10＊GREAT U12 XCAR U11 OBO164 U1）
16
（（UNEASE）（（ORDASSIGN BASE UZ1 UZ NZ））GCHB2 U10 U11 U12）
（STOS30（BASE ONE OBO171 8．0））
＞＞＊＋
（GCHEZ GO23B XCOR WGREAT＂
（XCOR UII＊EREAT U12 GO238 U1O）
17
（GCHBETHEEN U1 NI U10 v11 U12）
\(\ggg\) ENIL
（GCHEETWEEN OBO171 8．0 GO23日 XCOR＊GREAT）
（GO238 U10 WGREAT U12 XCOR U11 0BO171 U1 B．ON1）
18
（（CBMPROP N1 BOUND）（＊（GNEXTN）V10 U11 U12 U1）
（5T0345（OBO171 BQUND））
アン＞＊NIL
```

    (GNEXTN EO23E XCOR GGREAT OHO171)
    COBO171 U1 XCOR U11 FGREAT U12 GO23B viO)
    19
    (<主 GCOUNT) U1 v22 U16 v11 v12)
    \>> GNIL
CBCOUNT OBOI71 THO GO23E XEOR %EREAT)
(GO238 U1O *GREAT U12 XCOR U11 0BO171 UL THO U2Z)
20
((PRINT U1 UZZ) (UNBASE) (CORDASSIGN BASE UZ2)) GNEXTOB U1O U11 U12)

```

```

    (STOJ52 (BASE THO))
    >>> 相IL
    (GNEXTOB GO23B XCOR %GREAT)
    CXCOR UII FGREAT U12 GO23E U10)
    21
    (GCHBETHEEN U1 U10 411 U12)
    >>> *NIL
    \GCHEETHFEN OBO164 GÖZ亏̄` xCOR $GREAT)
    (GO23E U1O EGREAT U12 XCOR U11 OBOL64 V1)
    22
    ((<OPJPRQP U& BOUND)) (* GNEXTN) U1O U11 U12 U1)
    (STOJ67 (OBOI&4 BOUND))
    >>> $NIL
    (GNEXTN GO23B XCOR *GREAT OBO164)
    (0BO164 U1 XNQR U11 *GREAT U12 GO2J8 v10)
    23
    (<* GCDUNT) U1 U22 v10 v11 U12)
    >>> *NIL
    (GCOUNT OBO164 THREE GO23E XCOR 㕝GREAT)
    (GO23E V1O #GREAT U12 XCOR U11 OBO164 V1 THREE U22)
    24
    (CPRINT U1 UZZ) (UNDASE) (CORDASSIGN BASE U22%) GNEXTOB U1O U11 U12)
    ```

```

    <STOS74 (EAGE THREES)
    >>> #NIL
    CENEXTOB GO238 XCOR #GREAT\
    <xCOR U11 *GREAT U12 GO238 U10)
    25
(GEXTEND UIO U11 U12)
>>> \&NIL
CGEXTEND GO2JB XCOR MGREATS
(G0238 U1O FGREAT U12 XCOR U11)
26
(BCHCLDSER U\&O U11 U12 N1O UL N1 UZ)
>>> *NIL

```
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(GCHCLOSER GO23E XEOR *GREAT 0.16666665 0BO161 10.0 0B0164)
(XLOR U11 \#GREAT U12 GO23B U1O 0.16666665 N10 OBO161 V1 10.0 N1 0B016
4 V2)
2 7
(((PARTOBJ U1 V1O)) (SOBJPROP U1 BOUND)) (* . GNEXTN) V10 U11 U12 U1)
(ST0403 (080161 60238))
(STU40S (080161 BOUND))
>>> *NIL
(GNEXTN GO238 XCOR *GREAT OBO161)
(OBO161 U1 GO23E U1O *GREAT U12 XCOR VI1)
28
((* . GCOUNT) U1 U22 U:O U11 U12)
>>> \$NIL
(GCOUNT OBOIG1 FOUR GO238 XCOR *GREAT)
(XCOR U11 *GREAT U12 GO238 U10 0B0161 U1 FOUR U22)
29
((PRINT U1 U22) (UNBASE) (<ORDASSIGN BASE U22)) GNEXTOB U1O VII U12)
****** (OB0161 FOUR)
(STO412 (BASE FOUR))
>>> *NIL
(GNEXTOB GO238 XCOR *GREAT)
(G0238 U10 *GREAT U12 XCOR U11)
30
(GEXTEND U1O U11 VI2)
つン> *NIL
(GEXTEND GO238 XGQR *GREAT)
(XCOR UI, \$GREAT U12 GO238 U10)
31
(RECALL U10)
>> *NIL
(FECALL GO238)
(50238 U:O)
32
(GCARDINAL UIO)
\> *NIL
(GCARDINAL GO238)
(GO238 U1O)
33
(((ASYMREL SIZE UX1 U1O UZI)) (PRINT U21 1) (POPSTACK) RECALL)
(STO44S (SITE GO444 GO238 FOUR))
***** (FQUR 1)
>> *NIL
(REĊALL)
NIL
34
((FINISH))
FINOSH
M) *NIL

```
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\section*{STARTUP}

STARTUP is the LISP function that puts the terminology that will be used in a particular set of productions into ACTP's memory. ACTP's terminology includes three kinds of symbols: constants, variables, and links.

One way to memorize constants is with a function called MEAORIZE, for example:
(MEMORIZE (QUOTE (COUNTED USED FOLLOWED BOUND SKIPPED SPECIAL))

MEMORIZE simply tags constants so they will be usable either as control nodes or constant nodes in patterns. Another way of establishing constants is by the use of the function CATEGORY:
(CATEGORY (QUOTE (TITLE ADDTAG MAKE MAKE HOWMANY)))
(CATEGORY (QUOTE (NUMERON ZERO ONE TWO THREE TEN
- . . .) )

As with MEMORIZE, all the terms in these two lists become usable constants. However, two additional things are done by CATEGORY. A link is formed between the first term in the list. and each of the other members. The link is ism, indicating category membership. For example:
\begin{tabular}{lll} 
ADDTAG & isa & TITLE \\
MARE & isa & TITLE \\
THREE & iss & NUMERON
\end{tabular}

Finally, the CATEGORY function makes it possible to use the listed terms as input to ACTP during a cycle.

The second kind of term is a variable. Variable names are set up by a function called VARIABLE, for example:
(VARIABLE (QUOTE (VI V2 V3 VA . . . . V25 VX1 VX2
VX3 . . . . VX12))
(Variable (quote (N1 N2 N3 N4 N5 N6 N7 N8 N9 N10)))
The third kind of term is a link. Link names are set up by a function called PUTINV:
(MASC (QUOTE PUTINV) RPAIRS)
RPAIRS is a list of word pairs that gets defined before PUTINV is called:
(SETQ PAIRS (QUOTE ((LARI CNPT) (SSA MEME) (HASPROP ISPROP) . . . .) )
PUTINV then takes this list and makes each member of a pair the inverse of the other member. This is needed because the pattern matching system in ACTP assumes that each link goes in two directions, and the function that creates links in patterns as ACTP is running looks up the inverse of each link name and creates bidirectional links. For example, the inverse of lisa is memb (for member). This means that when a link is made giving

ONE iss NUMERON
there is also a link giving
NUMERON memb ONE.
The following pages include the version of STARTUP that is in the model.

```

    (SETG MNPODNT I)
    (SEPG EOTOL I,O)
    ```


```

    (gETG VARLIST NIL)
    (gETO RELLILONLIDP NgL)
    gevo RpalRg
        g(1)OP!
        ((LABL, CNBT) (IAA MEHE)
            (HAGPROP I&PROP)
                            (magparp \gPRMi)
    (18 181)
    (j0N J0,1)
    (108 3001)
    (yOC JOC1)
    (100 5001)
    (jOE 20EE)
    (jof jofi)
    (106 1001)
    (MAOU AROUI)
    (maga nrad)
    (1RGB ARGB!)
    (AROC MAGCI)
    (ARGO MRSDI)
(arãe magei)
(ARGP ARGPI)
(ARGO 1R6O1)
(PYPE POKEN,
(PREO PREOI)
?mbREAP LEO)
(GREO OLE88)
(EnUM, EqUaN)
(APXEO APXEA)
gacilon acyionis {1}
(PaRG YARO!)
(papt Palli)
(uls alg(i))

```
```

    (MapC (RuOf& PuTfNV) prAlra)
    ```

```

    (capegary (muore (mumeg apxea between leo greo nlegs ageat gquab)])
    ```


```

    MEHORIL?
    calope
    COMEXIOB OMEXPN
        0B4!
        CDIMEN
        GCPAI员
        OCSING&!
        OLlION
        CCHBOUND
        OCHBOUHDZ
        cotheci
        OCOMPAST
        groMpatiz
        GFTNDGOMMD
        GCl,NGROUP
        GEXTEND
        OCHCLOSER
    ```
OTL
    GCAROINAL
    CCHEEPMEEN
    GCHO?
    OOSNHK
    GOBJCHK2
    GETSPECTALNUHEEA
    GNOMCHK
    GNuMCHRE
    GETPPESJLOADJECT
    GCOUNY
    gche?

    RECALIJ)
    phenorize cauote gobject nuheron dist first next base lingeoup xcor ycor yxelope palr bingle scanjit
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\section*{APPENDIX E}

\section*{G1ossary}

ABSENCE. Function that tests for the absence of singlelinked relations in the data base.

Example: (ABSENCE OBJPROP V22 FOLLOWED) (Production 1 in Appendix B).

Action. The "then" part of production rule which is executed when the condition of that production is true. Actions consist of (1) executing special functions, (2) building patterns by adding new relations to the data base, and (3) remembering and activating nodes.
action. Relation in the GOALX schema.
Example: G0224---action--->XFIND (Figure 17).
Inverse: actionl.
actionl. Relation in the GOALX schema.
Example: XFIND---actionl--->G0224.
Inverse: action.
Active node. Constants that are (1) mentioned in the action of an executed production, or (2) typed in from terminal.

ACTP. A production system for developing simulation models. ACTP consists of (1) a set of production rules, (2) a set of terms and concepts needed for the production rules to be used, and (3) an executive program that is used to operate the productions.

APXEQ. Constant given as an argument to the function NCOMP to test for a single-linked quantitative relation of "approximate equality" between two nodes corresponding to numbers in the data base. Example: (NCOMP APXEQ N1 3.0) (Production 8 in Appendix B).
apxeq. Relation in the NCOMP schema.
Example: N1---apxeq--->N2.
inverse: apxeq
arga. Relation in the ASYMREL schema.
Example: G0197---arga--->ONE (Figure 1).
Inverse: argal.
argal. Relation in the ASYMREL schema.
Exampie: ONE---argal--->N1.

Arguments. Nodes that are included in relational structures as the objects and elements that are related.

ASSIGN
Assigned node. A node that is remembered as the value of a variable.

ASYMREL. Generic schema for specifying an asymmetric relation with any number of arguments. ASYMREL consists of (1) a relation node (e.g. NEXT, ONEONE) linked through a token relation to (2) a token node represented by a unique symbol, which in turn is linked through arga, argb, argc, . . . relations to one or more arguments.
\[
\begin{aligned}
\text { Example: } & \text { (ASYMREL NEXT GO197 ONE TWO) specifies the pattern } \\
& \text { NEXT---token-- }{ }^{\text {GO197 }} \\
& \text { GO197---arga--->0NE } \\
& \text { G0197---argb--->TWO (Figure } 8 \text { ). }
\end{aligned}
\]

Atoms. Single words used as nsmes for constants, variables, 亡umctions, etc.

Examples: FOLLOWED, VI, UNBASE.
BASE. Schema whose main function is to provide eraseable memory not easily handled with bound variables in ACTP. BASE consists of the node BASE linked through ida, idb, idc, . . . relations to one or more arguments.

Example: BASE---ida--->ONE (Figure 20).
Bound variables. Variables having a currently assigned value.

CATEGORY. LISP function in STARTUP that (1) tags constants so they will be usable either as control nodes or constant nodes in patterns, (2) forms an isa link between the first term in the category list and each of the other members, and (3) makes it possible to use the list members as input to ACTP during a cycle.

Example: (CATEGORY (QUOTE (TITLE ADDTAG MAKE MAKE2 HOWMANY))). (Appendix D).
cnpt. Single-link relation used to specify the name of a node in the data base.

Example: A---cnpt--->OBO178.
Inverse: label.
Concept schema. Pattern consisting of a name, set of arguments, and a ifist of relations between paixs of arguments.

Condition. The "if" part of a production rule. Conditions consist of (I) no, one, or more control nodes; and (2) no, one, or more pattern specifications.

Appendix E (Cont'd)

Condition test. An attempt to match the condition pattern specification to the corresponding nodes and links in the data base.

Constant. Name of a specific node in the data base.
Control node. A constant in the condition of a produceLion that must be active for that production to be tested. Control nodes function as goals that produce selection of productions whose patterns will be tested.
comp. Relation in the GOAIX schema.
Example: G0224---compl...>? GROUP.
Inverse: comply
Complex goals. Goals which cannot be achieved immediately and will need to be retrieved at a later time. Complex goals are stored in the data base by the function SETGOAL.

Cycle. A single loop through a set of productions during which (I) conditions of productions are tested in order until one of them is found true; and (2) the action of that producetron is performed, ending the cycle.

CYCLE. Function that tells the ACTP system to begin the process of cycling through PROLIST.

Data structure. Semantic network representing the informotion upon which the production system works-on which actions operate and on which the conditions \(o^{f}\) productions can be determined true or false.

EQUAL. Constant given as an argument to the function NCOMP to test for a single-linked quantitative relation of "equal" between two nodes corresponding to numbers in the data base.

Example: (NCOMP EQUAL N1 N2).
equal Relation in the EQUAL schema.
Example: N1---equal--->N2.
Inverse: EQUAL.
Execute. Performing the action of a production.
False condition. A condition whose pattern specifications cannot be matched to the data base.

Free variables. Variables having no currently assigned values.

GENSET. LISP function that sets up an initial data structore.

Example: (GENSET OBJECTS) (Appendix C).

Goal. Objective that motivates performance of an action.
GOALX. Schema specifying goal information. GOALX consists of (1) a relation node, GOAL, linked through a token relation to (2) a token node represented by a unique symbol, which in turf is linked through action, pattern, comply, comp 2 relations to corresponding arguments.

Example: (GOALX GOAL GO244 X FIND SIZE ?GKOUP ?NUM) specifies the pattern

GOAL---token--->G0224
G0224---action--->XFIND
G0224---pattern--->SIZE
GO224---compl--->? GROUP
GO224---comp2---> \({ }^{2} \mathrm{NUM}\) (Figure 1\%).
Goal stack. Memory device for storing the previously current goal whenever a new complex goal is adopted. Operates on a "first on the stack, last off the stack" basis.
*GREAT. Constant given as an argument to the function NCOMP to test for a single-linked quantitative relation of "greater than" between two nodes corresponding to numbers in the data base.

Example: (NCOMP *GREAT N1 N2).
Inverse: LEQ
GREQ. Constant given as an argument to the function NCOMP to test for a single-link quantitative relation of "greater than or equal to" between two nodes corresponding to numbers in the data base.

Inverse: *LESS.
haspart. Relation in the PARTOBJ scheme.
Example: CLIST--haspart--->TWO.
Inverse: ispart.
hasprop. Relation in the OBJPROP schema.
Example: ONE---hasprop--->FOLLOWED (Figure 24).
Inverse: isprop.
Input. ACTP or LISP commands typed in from the terminal.
isar. Relation in the OBJTYPE schema.
Example: ONE---isa--->NUMERON (Figure 24).
Inverse: memb.
ispart. Relation in PARTOBJ schema.
Example: ONE---ispart--->CLIST (Figure 24).
Inverse: haspart.
isprop. Relation in OBJPROP schema.
Example: FOLLOWED---isprop--->ONE.
Inverse: hasprop.
label. Single-ifnk relation used to specify the name of a node in the data base.

Example: OBO178---label-n->A.
Inverse: cnpt.
*LESS. Constant given as an argument to the function NCOMP to test for a single-link quantitative relation of "less than" between two nodes corresponding to numbers in the data base.

Example: (NCOMP *LESS N1 N2). Inverse: GREQ.
LEQ. Constant given as an argument to the function NCOMP to test for a single-link quantitative relation of "less than or equal to" between two nodes corresponding to numbers in the data base.

Example: (NCOMP LEQ N1 N2).
Inverse: *GREAT.
Link. Labeled connections between nodes in the data base that denote relations between them.

List. Atoms or lists enclosed in parentheses.
Example of a list of atoms: (OBJCAT V4 OBJECT) (Figure 22). Example of a list of lists: The entire production in
Figure 22.
Match. Attempt to find a configuration of nodes and links in the data base that correspond to the pattern specification in the condition.
memb. Relation in the OBJTYPE schema.
Example: NUMERON--memb--->ONE.
Inverse: isa.
MEMORIZE. LISP function in STARTUP which tags constants so they will be usable either as control nodes or constant nodes in patterns.

Example: (MEMOKIZE (QUOTE (COUNTED USED FOLLOWED 3DUND SKIPPED SPECIAL) ) (Appendix D).

NCOMP. Function that: tests for single-link quantitative relations in the data base. (See APXEQ, EQUAL, *GREAT, GKEQ, *LESS, LEQ.)

Network. See semantic network.
Node. Symbol denoting ideas or elements in a task situation.

OBJCAT. See OBJTYPE.
OBJPROP. Schema used to represent property relations.

DRDASSIGN. Schema used as an exaseable memory structure which can be removed by the function UNBASE. Consists of a top node (usually BASE) linked through ida, ide, ide, to one or more arguments.

Example: ((ORDASSIGN BASE V21)).
partobj. Relation in the PARTJBJ schema.
Example: CLIST---ispart--->ONE.
Inverse: haspart
Pattern. See pattern specification.
pattern. Relation in the GOALX schema.
Example: G0224---pattern--->SIZE (Figure 17).
Inverse: patterni.
pattern. Relation in the GOALX schema.
Exatuple: SIZE-․-patteriil--->G0224.
Inverse: pattern.
Pattern construction. Building a list of links and nodes that correspond to a concept schema.

Pattern matching. Testing whether a particular configuraLion of nodes and links can be found in the data base.

Pattern specification. A particular configuration of nodes and Inks that is to be matched in the data base.

POPSTACK. One of three special ACTP functions involved in the management of compleat goals. POPSTACK (1) removes the current goal from the data base once it has been achieved, then (2) removes the top goal from the goal stack and makes it the current goal.

Examples: (See Productions 35 and 38 in Appendix B.)
PRINT. Special function for printing output at the ferminat.

Example: (PRINT V1 V22) Production 55 in Appendix B).
Production. Conditional ("if-then") state'nent used to represent elements of knowledge in a. production system. Consits of (1) a condition, and (2) an action.

Production rule. See production.
Production system. See ACTP.
PROLIST. Eft containing all the productions in a particular 8yston.

PUTINV. Function in STARTUP that takes as its argument a list of constant pairs and makes each member of a pair the inverse of the other member.
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Example: (MAPC (QUOTE PUTINV) RPAIRS). where RPAIRS is equal to ((LABE CNPT) (ILA MEMB) (HASPROP ISPROP) (. . .))

REBIND. A function that replaces the value of \(A\) by the value of \(B ; B\) retains its value. A must be a variable; \(B\) can be either a variable or a constant.

Relations. Labeled connections between nodes.
Schema. See concept schema.
Semantic network, Knowledge represented as an intercomnection of nodes and links in the data base.

SETGOAL. One of three special ACTP functions involved in the management of complex goals. Whenever a new goal is set SETGOAL (1) adds the current goal to the top of the goal stack and (2) adds the new goal to the data base using the GOALX schema.

Example: (SETGOAL GOAL VXI XFIND SIZE ?GROUP ?NUM) Production 4 in Appendix B).

Simple Goals. Goals which can be achieved immediately and which are set by activating control nodes.

Special functions. Functions used for purposes other then building patterns.

Examples: PRINT, POPSTACK.
STARTUP. LISP function that informs the ACTP system of the variable names, constants, links, and so on, that will be used in a particular set of productions. (See Appendix D.)

TITLE Name of category defined in STARTUP whose members can be used in providing input information during operation of the system.

Example: (CATEGORY (QUOTE (TITLE ADDTAG MAKE MAKE 2
HoJMANY)) (Appendix D).
token. Relation in the ASYMREL schema.
Example: NEXT.--token--->G0197 (Figure 8).
TRACE. LISP function that takes the names of other LISP functions as its arguments. These other functions are then "traced" whenever they are called during a cycle.

Trace. Providing a detailed report (called a "trace") of a function execution within a program. Primarily used as a debugging device.

True condition. Condition whose control node (s) is active and whose pattern specification (s) (if any) can be matched to the data base.

Appendix \(E\) (Cont'd)
type, Relation in the ASYMREL.
Example: G0197---type--->NEXT.
Inverse: token.
UNBASE. Special function that removes the ORDASSIGN structure representing the current problem base.

Example: (See Production 55 in Appendix B.)
Vartable. Symbol that can be assigned the value of different nodes in the data base.```

